THE FRONTIERS COLLECTION

FROM ELECTRONS
TO ELEPHANTS
AND ELECTIONS

With a Foreword by Nicholas Rescher

@ Springer



The Frontiers Collection

Series Editors
Avshalom C. Elitzur, lyar, Israel Institute of Advanced Research, Rehovot, Israel
Zeeya Merali, Foundational Questions Institute, Decatur, GA, USA

Maximilian Schlosshauer, Department of Physics, University of Portland, Portland,
OR, USA

Mark P. Silverman, Department of Physics, Trinity College, Hartford, CT, USA

Jack A. Tuszynski, Department of Physics, University of Alberta, Edmonton, AB,
Canada

Riidiger Vaas, Redaktion Astronomie, Physik, bild der wissenschaft,
Leinfelden-Echterdingen, Germany



The books in this collection are devoted to challenging and open problems at the fore-
front of modern science and scholarship, including related philosophical debates. In
contrast to typical research monographs, however, they strive to present their topics
in a manner accessible also to scientifically literate non-specialists wishing to gain
insight into the deeper implications and fascinating questions involved. Taken as a
whole, the series reflects the need for a fundamental and interdisciplinary approach
to modern science and research. Furthermore, it is intended to encourage active
academics in all fields to ponder over important and perhaps controversial issues
beyond their own speciality. Extending from quantum physics and relativity to
entropy, consciousness, language and complex systems—the Frontiers Collection
will inspire readers to push back the frontiers of their own knowledge.

More information about this series at https://link.springer.com/bookseries/5342


https://link.springer.com/bookseries/5342

Shyam Wuppuluri - Ian Stewart
Editors

From Electrons to Elephants
and Elections

Exploring the Role of Content and Context

@ Springer



Editors

Shyam Wuppuluri Tan Stewart
Einstein Forum Mathematics Institute
Potsdam, Germany University of Warwick

Coventry, UK

ISSN 1612-3018 ISSN 2197-6619 (electronic)
The Frontiers Collection
ISBN 978-3-030-92191-0 ISBN 978-3-030-92192-7 (eBook)

https://doi.org/10.1007/978-3-030-92192-7

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Switzerland AG 2022

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://doi.org/10.1007/978-3-030-92192-7

Foreword

Natural reality—and in consequences our knowledge of it—is organised hierarchi-
cally, in successive level of increasing aggregation, complexity: as per particles,
atoms, molecules, condensed matter or cells, systems, organisms, communities or
words, sentences, paragraphs, books and the like. Every level of such a systemic
hierarchy has its characteristic regularities and laws descriptive of the phenomena
encompassed at this level. Often, the phenomenal occurring at one level can be
derived from and explained by those of its lower-level constituents. But not always.
For everywhere, one encounters conditions and modes of operation that are emer-
gent in being characteristic innovations not accounted for in terms of the modus
operandi of lower-level phenomena. Thus, not all group behaviour can be accounted
for by individual psychology, nor is all of social choice reducible to individual pref-
erences. Systemic complexity stands in the way of constituent-geared ‘reductive
explanations’. (Even in mathematical logic, we encounter systems that are omega-
inconsistent in that while each individual constituent possessed a critical factor the
systemic generalist that this factor is all pervasive is false and the move from each
to every inappropriate.)

Such reduction-resistant emergent higher-level phenomena have profound impli-
cations for our understanding of science. For the task of scientific understanding here
becomes far more challenging. When our cognitive grasp of the lowest level of the
hierarchy is sufficient, we need not worry about those super-ordinate levels. However
interesting in itself, systemic integration and holistic syntheses are now dispensable.
But since this is not in general the case, the demands of understanding grow exponen-
tially with hierarchical assent, and the challenges of scientific understanding multiply
accordingly.

The phenomenology of emergence accordingly transforms our understanding of
science itself. The classical Greek model of geometry as a paradigm science where
everything needful is achieved by the understanding of the basics becomes untenable
as entirely different models of scientific understanding are called for.
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The illuminating discussions of the present volume show how this situation arises
recurrently through the range of scientific endeavour, constituting an illuminating
Leitmotif across the entire range of inquiry into the ways of the natural and social
realms.

Pittsburgh, USA Nicholas Rescher
February 2022
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Introduction

The Context for this Volume

Electrons, elephants, elections... what connects them? Aside from all three of the
words occurring within a span of ten pages in the Oxford English Dictionary? Their
etymology sheds little light. ‘Electron’ comes from the ancient Greek 7jiexzpov,
meaning amber. ‘Elephant’ derives from the Latin elephantus, whose earlier origins
are shrouded in mystery—possibly African. ‘Election’ comes from Latin eligere: to
pick out. That makes more sense.

What brings them together in this collection of essays is a deep philosophical issue:
the relation between fundamental physics and the world in which we live. Many of
us have seen an elephant, perhaps ridden on one; many of us have taken part in an
election, as either voter or candidate. Many have seen, or own, amber, but no one has
seen an electron. Not even physicists. We infer the existence of electrons indirectly
and deduce that deep down inside every elephant there are enormous numbers of
electrons. Similarly, deep down inside every election are numerous voters, and again
physics tells us that deep down inside every voter there are enormous numbers of
electrons. An elephant is estimated to contain about 10°! electrons, mostly bound up
in its atoms; a voter has a mere 10%.

Today, none of this is particularly contentious. What remains debatable is the argu-
ment that since particles like electrons underpin all material objects—in particular
elephants, electors, and through their actions, elections—the entire material world,
in all its richness and variety, is a consequence of 17 types of ‘fundamental’ particles,
interacting in vast numbers according to a small number of basic rules. We used to
call such rules ‘laws of nature’, but we no longer use that term because it claims too
much. Now what once were laws are often demoted to the status of models. Indeed,
the most fundamental rules in today’s particle physics constitute the drably named
standard model.

The chain of reasoning that leads from lowly electrons to majestic pachyderms—
let us leave elections aside for the moment to focus on a single topic—is long and
convoluted. We can traverse it ‘bottom-up’: electrons and similar particles combine
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to make atoms, which make molecules such as amino acids and DNA, which make
proteins and other biomolecules, which make chromosomes and mitochondria and
nuclei, which make cells, which make organs such as hearts, lungs, skin and trunks,
which make an elephant. Alternatively, we can view the same sequence ‘top-down’,
passing from elephant to electron. Roughly speaking, most scientific discoveries
are made top-down, and most scientific explanations are bottom-up. So, our title is
about reasoning processes in science and their contribution to human knowledge and
because much the same philosophical issues arise in any area of human intellectual
enquiry, the contributions of the humanities, social sciences and arts.

Read in either direction, this type of causal sequence exemplifies the method of
reductionism, in which the behaviour of a whole is inferred from that of its constituent
parts, and how these parts interact. The scientific method has evolved to be heavily
reductionist. Indeed, the sense in which ‘fundamental’ particles are fundamental
reflects reductionist methodology. Immediate questions are: Does it have to be that
way? What alternatives are there? How successful is reductionism anyway? Does it
really construct a connected causal chain from 103! electrons to one elephant? If you
know enough about electrons, can you predict an elephant?

Such questions inspire other related ones and focus attention on a loosely
connected set of abstract concepts: content, context, emergence, reductionism,
holism. They draw attention to big issues of human existence: the nature of life,
consciousness, free will, language, the bizarrely indeterminate world of the quantum,
and the vast and enigmatic cosmos of which we experience only a minuscule part.
How do we currently go about understanding these issues? Are there hidden gaps in
our knowledge? How might we proceed instead? You will find a rich variety of anal-
yses of all of these things within this volume. A few pages later, I will summarise a
few key features, but first, let me indulge in some personal remarks, to help establish
a context for this book.

About 30 years ago, I became aware that many of the questions that intrigued me
could all be viewed as variations on a deeper theme: the relation between content
and context. It was a time when mathematicians and scientists were coming to grips
with the natural world in a radically new way: the behaviour of nonlinear dynamical
systems. Very broadly, these are systems in which twice the input does not yield
twice the output. However, the real world is often nonlinear. If one pill is good for
you, two need not be twice as good for you; they might even kill you. If one bag
of fertiliser increases a farmer’s yield of crops by ten per cent, two bags do not
necessarily increase it by twenty per cent and might even decrease it. An extra road
can cause more traffic congestion, not less. A global increase in mean temperatures
does not make everywhere on the planet slightly warmer, all the time: it causes
massive heatwaves, cold snaps and huge floods. But evolutionary survival often
depends on a rapid response rather than an accurate one, so default human thinking
is often quick, dirty and relentlessly linear.

Moreover, before the twentieth century, most models in applied mathematics and
mathematical physics were based on linear mathematics. The reasons are straight-
forward. Linear problems are, by and large, mathematically tractable. Nonlinear
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ones are not, at least, with the traditional methods of explicit formulas and calcula-
tions done by hand. So, science was full of linear approximations to reality: small
swings of a pendulum, shallow water waves, slowly moving objects. Even elephants
whose mass can be neglected. There were some successes in the nonlinear realm, of
course; the poster child is probably Newton’s law of gravitation and his explanation
of Johannes Kepler’s discovery that Mars’s orbit is an ellipse. But such successes
were rare compared to the enormous progress being made in the linear realm.

Around 1960, all that changed. Theoretical advances made in the late nineteenth
and early twentieth centuries, such as Henri Poincaré’s discovery of chaos in the
three-body problem, suddenly became practical because of the rapid increase in
speed and power of electronic computers. Models that could not be solved by tradi-
tional methods yielded easily to new technology and brute-force calculation. The
counterintuitive nature of nonlinear systems promptly became unavoidable: it stared
you in the face from your computer screen, even if at first it seemed largely incom-
prehensible. Simple equations led to behaviour of huge complexity—in a mathemat-
ical ideal, infinitely complex. Jargon like ‘chaos’ and ‘complex adaptive systems’
became widespread. Scientists came to realise that the world is far more complicated,
far more interesting, but far more puzzling, than they had imagined. Attention turned
in particular to complex systems and emergent phenomena, where an interconnected
system behaves in ways that seem to transcend the behaviour of its components. For
example, an elephant’s manifest attributes are apparently unrelated to the quantum
physics of electrons, even though most physicists would maintain that in principle
those attributes are consequences of the rules of the quantum world. More precisely,
an elephant cannot flout the quantum rule book—which is entirely reasonable, but
not quite the same thing.

Much of today’s science is reductionist. The metaphor of ‘levels of description’
is rampant, with elephants at the top and electrons at the bottom. Reductionist expla-
nations are therefore said to be ‘bottom-up’: behaviour on one level is explained
by reducing it to interacting components on a lower level. Chemistry is reduced to
molecules, which are reduced to atoms, which are reduced to electrons, protons and
neutrons, which are reduced to quarks. Ecosystems are explained in terms of popu-
lations of organisms, organisms are explained in terms of genetics, and genetics is
explained in terms of DNA and proteins, which, in turn, are explained by molecules,
atoms, electrons, etc. Causality runs from bottom to top: electrons determine how
an elephant behaves, but elephants cannot influence the physics of electrons. So it is
said.

In practice, such reductions are easier to accomplish than the converse: showing
that the lower-level system really does explain the higher-level system from which
it was reduced. For example, it is not known how to calculate the properties of
atoms beyond hydrogen by a rigorous use of quantum equations. Not even helium.
The behaviour of a molecule cannot be inferred with complete confidence from its
atoms. How a protein folds cannot be calculated rigorously from its amino acid
sequence. Deducing the phenotype of an organism from its genome seems hope-
less. The dynamics of galaxies cannot be calculated, even numerically, from the
forces exerted by gravity on its constituent stars, even if we simplify them to point
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masses. The chain from electron to elephant may consist of massive links, but their
connections are weak.

The concept of emergence reflects this difficulty. In an extreme form, it denies any
causal connection between electron and elephant, in which case it disputes the basis
of reductionism. In its most common form, it accepts that in principle there is a causal
connection, but one that is so complicated that in practice it would be impossible to
describe it in detail. I prefer a less extreme definition: emergence is a causal network
whose behaviour is deterministic but computationally intractable: even if in principle
10*! electrons imply an elephant, no one could possibly do the calculations using
the equations of particle physics. Whatever the definition, there is often convincing
evidence to suggest, with high plausibility, that the low-level description does imply
what is observed on the higher level. However, such deductions are always partial,
lack mathematical rigour and are based on approximations and assumptions whose
validity is open to question. Ultimately, what ought to be rigorous logical deductions
are replaced by leaps of faith. ‘Handwaving’, in mathematicians’ parlance.

An example contributing the third component of our title is an election. In prin-
ciple, each voter’s decision is the result of a complex flow of electrons (and other
stuff) in his or her brain. With enough prior knowledge, we merely have to solve
Schrodinger’s equation for a sufficiently large system to predict each voter’s deci-
sion. Somehow the final result emerges from the flows of all those electrons. However,
no one in their right mind would use that method to try to forecast who will become
the next President. The calculations would be almost infinitely beyond the capabil-
ities of even the fastest supercomputer. There may well be a clear chain of widely
accepted scientific theories that leads from electrons to the winning candidate, but
every link in that chain rests on unproved beliefs.

An alternative approach, taking pretty much the opposite approach, is holistic (or
top-down) thinking. Consider an ecosystem or an organism as a whole, and seek
patterns on the same scale. Model a galaxy not as 400 billion point masses (stars) but
as an object in its own right with its own properties (spiral and elliptic). Model a hurri-
cane not as a continuum of tiny fluid particles, but as a structured form of moist air and
water vapour. Model an election in terms of probability distributions of voter prefer-
ences and mass psychology. Model an elephant as an intelligent autonomous agent
interacting with its environment. Seek patterns on the same scale as the phenomenon
of interest.

Reductionism is largely about content, whereas holistic models are more attuned
to context. The articles in this volume examine the relationship between the two,
along with issues that intertwine with them, such as emergence, from an enormous
variety of points of view. The key point, to my mind at least, is that reductionism
and holism, content and context, are not opposing philosophies. They work best in
tandem. Why restrict yourself to one tool when two are available?
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Blind Men and Elephants

Back to 1990 and my philosophical epiphany. My interest in the mathematics of
chaos led to a meeting with the biologist Jack Cohen, which started a collaboration
that continued until his death in 2018. Despite working in different fields, we found
many common interests, ranging from science fiction fandom to the philosophy of
science. Together, we examined issues such as chaos, complexity and emergence in
several joint books, starting with The Collapse of Chaos and Figments of Reality. It
all began at that first meeting when Jack asked me an intriguing question: If nonlinear
systems are enormously complex and unpredictable, but also ubiquitous, how can
living organisms possibly work? This innocent question led into much deeper waters
than either of us expected, and before examining the articles contributing to this
book, I want to set the scene by sharing one of Jack’s early insights. It was inspired
by a cartoon he had come across in a science fiction magazine. Not this cartoon: the
next one. But we have to start with this one.

Blind men and the elephant, version 1

You probably know the story. It originated on the ancient Indian subcontinent, and
one of the earliest versions occurs in the Buddhist text Udana 6.4. Several blind men,
who have never before encountered an elephant, touch an unknown object and report
their deductions. One declares it to be a rope, another a tree, the third maintains that
it is a wall, the fourth a leaf, the fifth a spear and the sixth a snake.

‘Aha!’ says a wise man passing, ‘I know what it is! It’s an elephant’.

To quote Wikipedia: ‘The moral of the parable is that humans have a tendency
to claim absolute truth based on their limited, subjective experience as they ignore
other people’s limited, subjective experiences which may be equally true’. It is a neat
piece of social relativism, but I think it misses the point. The lesson of the blind men
and the elephant depends on how wise the wise man really was.
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Let me contrast this interpretation with the cartoon in the science fiction magazine.
This cartoon told much the same story, but with a twist. Four blind men each declare
the object to be an elephant. Actually, one holds a snake, another is touching a tree,
the third is touching a wall, and the fourth is holding a rope.

Ve

17’5 AN
ELEPHANT

A S— DEFINITELY
M.- AN ELEPHANT,

Blind men and the elephant, version 2

Both cartoons, so Jack told me, are about content and context. The content—the
experiences of the blind men—is the same in both cases. But in the first cartoon,
the context they are assuming does not include elephants, so they interpret each
separate experience as best they can, in the context of what they do know. In the
second cartoon, the context does include elephants, so each blind man interprets his
experience as an elephant, even though it is not. If the wise man assumes the right
context, his synthesis is correct; if not, it is not.

Science, Jack suggested, can be seen in both ways. Substitute ‘electron’ for
‘elephant’, and the first cartoon illustrates the early days of particle physics, when
the concept of an electron had not yet crystallised. The experience for an ancient
Greek was the ability of amber to attract small objects when rubbed against fur. (As I
said at the start, the ancient Greek word for amber is 7jAexzpov.) In the 1700s, Charles
Francois du Fay found that while amber rubbed with wool attracts a charged gold
leaf, glass rubbed with silk repels it. His interpretation was of two fluids: vitreous
fluid emanating from glass rubbed with silk and resinous fluid from amber rubbed
with wool. These fluids, which neutralise each other when combined, he called elec-
tricity. Benjamin Franklin’s view, ten years later, was that electricity is a single fluid
that can exist in two opposite states: positive and negative. The fluid ‘carries’ a charge
and can have an excess of it or a deficit. George Stoney, doing experiments in elec-
trolysis, decided that the electric ‘fluid’ is not a continuum: there is a ‘single definite
quantity’ of electricity, the charge on a single ion. But he also thought these charges
are permanently attached to atoms. In 1881, Hermann von Helmholtz interpreted
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the observations as evidence for ‘behaviour like atoms of electricity’. Stoney named
these elementary charges electrolions, but soon changed the name to electrons.

As in the first cartoon, the blind men had interpreted their observations very
differently. One had perceived an attractive force, another two fluids, a third one
fluid with two opposite properties, a fourth something more granular than a fluid, a
fifth something like a lot of atoms, but different. At that point, a passing wise man
(Sir Joseph John Thomson, building on the work of dozens of others) cut through the
confusion and synthesised all of these disparate observations into a single thing: an
exceedingly diminutive particle equipped with a negative electrical charge. Now the
blind men were finally able to perceive their metaphorical elephant as an entity in its
own right, an electron. It was the same name that Stoney had used, but yet again it
was being interpreted differently.

That was not the end of the story. With the advent of quantum mechanics, light,
hitherto considered to be a wave, sometimes behaved like a particle, the photon.
Conversely an electron, thought to be a particle, could also behave like a wave.
Matter on its smallest scales could be both wave and particle, though never both
at once. Today’s view is even subtler and technically different. The wise man has
moved on, and his homely wisdom is now hedged with obscure caveats and shrouded
in mathematical formulas.

The second cartoon invites us to question this entire train of reasoning. The reso-
lution of the different perceptions centres upon their content. The unspoken assump-
tion is that the same ‘it” explains all of the observations, and that the very different
contexts for the experiments—rub amber with wool, perform electrolysis—do not
affect the thing itself, only how we observe ‘it’. If this assumption is wrong, then we
are equating several unknowns and creating a phantom. The philosophical question
is whether ‘the’ electron actually exists. Is there truly a single object that has all of
the different attributes experienced by all those scientists over the ages—or is the
world more like the second cartoon, with different attributes being combined to offer
the illusion of a single underlying cause?

Physicists like unity. Albert Einstein spent much of his later life trying to combine
the two great physical theories, relativistic gravity and quantum physics, into a
single unified field theory. He never succeeded, and neither has anyone else, yet. But
the search continues with, if anything, even greater fervour: superstrings, quantum
gravity, etc. On the other hand, the universe might be what Jack and I call the ‘glass
menagerie’: each phenomenon is explicable by a theory of limited validity, but no
underlying unification of those theories is possible. As Banesh Hoffmann wrote in
The Strange Story of the Quantum, at one time scientists ‘went around with woebe-
gone faces sadly complaining that on Mondays, Wednesdays, and Fridays they must
look on light as a wave; on Tuesdays, Thursdays, and Saturdays, as a particle. On
Sundays they simply prayed’. In a glass menagerie world, that is the best we can
ever do.

For electrons, the verdict of physics is clear and resounding: electrons are real
objects—in some sense. Philosophers might dispute this conclusion and make a
reasonable case for doing so, or question what that sense is, but the same concept
explains so many diverse observations and experiments that from the point of view
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of physics, ‘the’ electron clearly exists. More precisely, the unified concept of an
electron provides a consistent mathematical context in which all of the observations
and experiments make sense. And that is what physicists mean by ‘exist’. Although
we cannot observe an electron directly, we can infer its existence in this sense using
several independent lines of evidence. Just as we infer that the Sun’s interior is
extremely hot without ever having been there, even though for all we can tell it might
be hollow, cold and surrounded by an alien force field that emits the appropriate
radiation.

Less contentiously, we can ask similar questions about other basic concepts of
modern science where the answers are less clear-cut. Fervently held theories where
today’s trumpeting elephants might turn into tomorrow’s brick walls and ropes are
not hard to find. Historical examples abound. Early experiments on how materials
burn were interpreted as evidence for an unknown substance, phlogiston, emitted
by a burning object. The phlogiston theory, proposed in 1667, was the conventional
wisdom for just over a century. Then, it turned out that burnt matter weighs more
than unburnt, provided all the products of burning are accounted for. Phlogiston was,
in effect, negative oxygen. Indeed, for a time oxygen was named ‘dephlogisticated
air’.

More recently, cosmologists have spent years (and huge sums of cash) seeking
direct evidence for ‘dark matter’, which they believe must exist in order to explain
various gravitational anomalies in galaxies and other celestial objects. Even though
dark matter must outweigh conventional ‘baryonic’ matter fivefold, no dark matter
has yet been found. Some of the anomalies may have other explanations, some may
even be modelling errors, but right now, cosmology’s walls and ropes and snakes
have been lumped together into an entity named ‘dark matter’. This may well be a
stroke of genius akin to the electron, or it may be cosmic phlogiston. Only time will
tell.

Science has a habit of focusing on content rather than context. The successes of
molecular biology in the second half of the twentieth century led to an overemphasis
on genes as the sole explanation for the form and behaviour of organisms, only now
being reversed. The relevant context for dark matter is almost universally assumed
to be Albert Einstein’s theory of general relativity, or, when appropriate, the older
Newtonian theory of gravity, which is often entirely adequate for calculations. If you
do not question this context, then the observations that led to the hypothesis of dark
matter are puzzling. Within that context, the most plausible explanation is invisible
matter formed by a hitherto unknown particle or particles, so everyone looks for this
amazing new kind of matter. Few question the context, and those that do are largely
ignored, even when they suggest plausible alternatives or point to difficulties in the
dark matter theory.

To close this part of the discussion, let me describe a third cartoon. It would be
hard to draw, because it involves 103! blind men observing an elephant. Every single
one of them says ‘it’s an electron!” (We could add similar numbers who perceive a
proton or a neutron to obtain a more complete description. Or reduce it all to quarks
and the like.) They are arguably correct, but that leaves open the key question: What
does this tell us about the elephant?
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The Content of this Volume

The content/context relationship is not just important in physical and biological
sciences. It is if anything even more important in social science, the humanities and
the arts. And this, finally, brings me to the main point of this introduction. I have
examined the context for this volume; now I want to summarise its content.

The contributors include philosophers, scientists of all kinds, mathematicians,
logicians, specialists in the humanities and others from a wide variety of disci-
plines. Their essays cut across traditional subject boundaries, mix speculation with
traditional wisdom, question things long ago accepted as fact by most practitioners
and interpret old evidence in new ways. The viewpoints represented are equally
diverse. Any order imposed on such an eclectic collection must be artificial, but I
have bitten the bullet and classified them into twelve overlapping categories. Many
essays address several of these in combination, in which case I will locate them in
the most prominent or most convenient category. The categories are: reductionism,
holism, context, emergence, causality, probability, physics/mathematics, quantum,
computation, biology/medicine, sociology and art. Important strands that cut across
this classification include philosophy and creativity.

Reductionism. As already remarked, until recently most science has been reduc-
tionist in spirit, almost by default. Looking inside things to understand how they
function has led to remarkable successes. Nevertheless, most authors in this volume
are critical of reductionism as an overarching philosophy.

Mario de Caro makes a valuable distinction between reductionism as a guide
to methodology and reductionism as a sweeping claim that reductions are always
possible in principle. His example is the reduction of chemistry to physics, probably
the case that ought to be most clear-cut; he argues that it is anything but. He also traces
this extreme form of reductionism to the monist belief that everything in the universe
ought to be explicable in the same way. Gianfranco Minati asks whether the standard
approach to reductionism in terms of well-defined ‘levels of description’ is tenable,
and suggests that incompleteness is one reason for rejecting this metaphor. In contrast,
Terry Horgan makes a case in favour of reductionism, arguing that micro-physical
phenomena are primary, so that the history of the cosmos must be an inevitable
consequence of its microscopic history.

Holism. This is a standard alternative to reductionism, and like everything in this
volume, the term is open to many interpretations. Urging people to focus on ‘the
whole’ is easy, and it is difficult to argue against that advice, but deciding what ‘the
whole’ actually is, and figuring out how to embrace it and understand it, is trickier.

John Heil points to the gap between the aspirations of reductionism and its achieve-
ments, considers holistic alternatives and suggests that although holism need not
involve emergence, emergence is a key reason for rejecting strong reductionism. In
the opposite direction, Sven Ove Hansson criticises misuses of the term ‘holism’ to
justify pseudo-scientific claims, such as rejecting vaccinations to improve a child’s
prospects after reincarnation. He traces such attitudes to the belief that ‘the whole’
can be identified and forms a closed system, which need never be modified.
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Context. Itis becoming increasingly apparent that many real-world systems cannot
be understood purely in terms of their content. This challenges standard reductionism
and emphasises the role of context.

Anessay by the late Jack Cohen, reproduced in edited form from his 1990 Novacon
Special Are You Content in Your Context, explains his belief that context is at least
as important as content. He contrasts information with meaning, taking genetics as
an example, and explores the role of context in science fiction. I have added editorial
notes for readers who are not ‘fen’ (SF fans in their jargon). Erich Rast relates systems
of mathematical logic to context dependence, especially when investigating the rela-
tion between interdependent theories and meaning. Otdvio Bueno also considers a
mathematical topic: the extent to which theorems depend on their context, a relation-
ship that is often denied by mathematicians. Hildegard Meyer-Ortmanns examines
emergent phenomena in different contexts that have a unified underlying mathe-
matical explanation, provided by modern theories of nonlinear dynamics. Mathe-
matics provides the content; the interpretation of its variables adapts the results to
different contexts. Robert Bishop explores a similar theme, emphasising the impor-
tance of context for all natural phenomena and showing how contextual emergence
can capture the interplay between constituents and context.

Emergence. This topic is central to many of the issues discussed in this volume
and appears in many essays discussed under other headings. What is emergence to
one thinker is nothing of the kind to another, but all uses refer to systems whose
behaviour appears to transcend that of its components. The differences arise from
the meaning assigned to ‘transcend’ and the extent to which appearances are valid.

James Miller considers emergence in language. Here, some properties, such
as truth, make sense only for high-level structures such as sentences—a single
word cannot be categorised as true or false. He asks to what extent such ontolog-
ically emergent properties are inherent in lower-level forms. Arturo Carsetti also
deals with linguistics, focusing on the origin of meaning, human cognition and
creativity. Timothy O’Connor points out that although the successes of reductionist
science demonstrate that everything we observe arises through elementary physical
processes, it is wrong to deduce that the behaviour of more complex objects is merely
a coarse-grained version of some of those basic processes. When new configurations
of basic elements arise, they can create genuinely new processes and powers. Carl
Gillett surveys historical disputes between proponents of reductionism and emer-
gentism in science, with explicit examples such as protein form and function. He
argues that the principle of parsimony does not justify reductionism, and offers a
way to resolve such disputes. Alexander Carruth asks when apparently emergent
phenomena can be meaningfully related to the behaviour of components’ parts when
the behaviour concerned is micro-latent: comes into play only in specific complex
circumstances. If so, the phenomenon is often considered not to be truly emergent. He
proposes a compromise position. Michael Silberstein investigates the role of contex-
tual emergence in network neuroscience, cognition and psychology, emphasising the
fundamental importance of multiscale contextual constraints. Michael Tye explores
the role of emergence in consciousness by asking whether, in principle, we could
construct an elephant by acquiring a supply of the relevant subatomic particle and
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assembling them to make an exact copy of an elephant. He suggests that the ‘hard
problem’ of consciousness could be an obstacle, and that consciousness is not an
emergent phenomenon but a basic feature of the universe. Conscious electrons give
rise to a conscious elephant.

Causality. Philosophers have debated the meaning and nature of causality since
at least the time of the ancient Greeks. Proximate causes (go out in the rain and you
will get wet) differ from ultimate ones (water is formed from hydrogen and oxygen;
hydrogen goes back to the Big Bang; oxygen was created by nuclear reactions in stars,
etc.) Reductionism seeks ultimate causes in the micro-structure of the universe, but
its grip on the causal chain is weaker than it likes to pretend. Context is as much part
of causality as content. Relativity and quantum theory have cast their own peculiar
doubts on naive views of causality.

Graham Priest surveys historical views of causation in Buddhist philosophy,
paying special attention to questions of reductionism and holism. George Ellis and
Jonathan Kopel tackle causality from a different viewpoint: how the interplay of
upward emergence and downward causation combine to create complexity through
adaptive modules. Purely bottom-up explanations of emergence, from lower levels to
higher ones, assume that the underlying physics is complete, but this never happens.
Causal closure also involves top-down effects, from higher levels to lower. COVID-
19 provides an example. Tim Maudlin examines ‘top-down’ causality, a concept that
depends on what is top, what is bottom and what is causality. Reference to Aristotle
sheds some light on these issues.

Probability. Our most powerful mathematical tool for resolving and quantifying
uncertainty is probability theory. The techniques are well established, but their inter-
pretation is not—witness the ongoing debate between Frequentists (probability is a
long-term proportion) and Bayesians (probability is a degree of belief). As is often
the case, we know how to compute probabilities; we just do not know what they are.
Three essays discuss how context affects our view of probabilities and suggests new
techniques and concepts.

Ehtibar Dzhafarov reviews work on the logic of contextuality, applying it to
basic philosophical issues in probability, such as the nature of random variables,
and stochasticity versus determinism. He also describes new ideas applying contex-
tual logic to Bayesian probability, visual illusions and logical paradoxes. Sergio
Chibbaro, Lamberto Rondoni and Angelo Vulpiani study the relation between the
conceptual notions of probability and the interpretation of experimental results,
in the particular context of statistical mechanics and Hamiltonian systems. This
sheds light on the longstanding problem of irreversible macroscopic change—
such as the increase in entropy—occurring in microscopically reversible systems.
Andrei Khrennikov reviews applications of quantum probability outside physics.
Being context-dependent, this conception of probability can potentially shed light
on other context-dependent systems, such as human beings. Such applications involve
inherent ambiguities and uncertainties, but they also motivate a calculus of contextual
probabilities.

Physics and Mathematics. Several authors locate their discussions in specific areas
of mathematics and science, lending a more concrete aspect to the issues raised. In
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this category are essays featuring metals, electrons, quantum gravity, particle physics
and chemical molecules. In each case, the crucial issue is the connection between
micro- and macro-structure—including whether it aids understanding.

Tom Lancaster focuses on condensed matter physics: to be precise, the physics
of metals. Metals have made huge impacts on human civilisation, but only recently
have a deep understanding of metals from the point of view of quantum physics
appeared. The electron ceases to be viewed as a simple particle; instead, it is a
quasiparticle, ‘dressed up’ in interactions with the rest of the system—a context for
the electron. This example provides lessons for other investigations of the universe.
Karen Crowther examines recent developments in quantum gravity, suggesting that
space-time in Einstein’s sense is not fundamental. Instead, it emerges from relations
between entities that are not themselves spatiotemporal. Attempts to construct such
theories use both top-down and bottom-up strategies. However, the tidy metaphor of
‘levels’ that is typical does not necessarily make sense in this area. Leonardo Chiatti’s
chosen area is particle physics, normally viewed as a central example of reductionism.
He points out that the ‘real’ nature of fundamental particles is not understood; indeed,
the usual approach to quantum models is not to ask such questions. These issues allow
an exploration of the relation between local and global structures and processes.

Quantum. Several authors mentioned above consider questions in quantum
physics, but the articles in the next group are more explicitly focused on the deep
scientific and philosophical issues posed by the radical nature of quantum mechanics.
Among these are apparently irreducible uncertainty, the meaning, if any, of the
wave function, and the problem of quantum measurement: How does the crisp,
simple mathematical definition of an observation relate to the complex macroscopic
apparatus used in practice?

Ignacio Licata discusses limitations to science, exemplified by the process by
which an observable is measured in an experiment—the source of much debate in
quantum theory. This process is affected by the choice of model as well as the actual
experiment, because the model provides a context for interpreting the observations.
The structure of science involves complex networks of inference, all with systemic
uncertainty. Arkady Plotnitsky provides a historical survey of how quantum theory
changed scientists’ views of space, time and matter. Quantum uncertainty imposes
limits on the applicability of reductionist views, because there is no deterministic
link from bottom to top. On the other hand, quantum theory does not lend itself to a
holistic approach either. So, it represents a distinct way of thinking in both physics
and philosophy. Michel Planat tackles the problem of quantum observation in a
novel, mathematically technical, way. He uses the ‘language’ of ‘words’ (sequence
symbols) in a free group. Commutators in the group correspond to the commutators
of operators that are basic to the quantum formalism. Words correspond to paths
in a suitable 4-dimensional manifold, a kind of exotic space-time. Measurements
correspond to related but distinct manifolds. The outcome is a kind of quantum
logic, ‘exotic non-contextuality’. Luciano Boi reviews current ideas in topological
quantum field theories and string theory, from the point of view of geometry, topology
and invariants. He discusses relations to recent breakthroughs in knot theory, which
suggest connections between knot and link invariants and physical observables—a
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modern slant on an old suggestion of Peter Guthrie Tait, long discredited in its original
‘vortex atom’ form. He also considers the fuzziness of space-time. José Acacio de
Barros, Federico Holik and Decio Krause discuss how context and content cause
problems in quantum mechanics, because quantum properties depend on context.
They explore the strange implications of this issue for elementary particles, which
make them unsuitable for study using standard mathematics and thus require new
mathematical ideas.

Computation. It might seem strange that something as concrete as computation
should lead to deep philosophical issues, but the history of the subject argues that this
is inevitable when suitable questions are asked. The nature of computability is one,
and it led Alan Turing to his discovery that the halting problem is algorithmically
undecidable. His interest in artificial intelligence is now flowering, with methods
such as deep learning, and algorithms are beginning to affect daily life in myriad
ways. Applications of computation are now posing serious social and philosophical
questions. Not to mention the possibility of quantum computers. ..

Samson Abramsky offers a perspective on paradoxes and their resolution, the
concept of partiality. He illustrates this in two settings: classical computation and the
Church-Turing thesis that all sufficiently flexible computational systems are equiva-
lent, and quantum computation, where partiality is a consequence of the mathematical
formalism. Ilkka Niiniluoto examines another computational issue of great current
interest, deep learning and artificial intelligence. He considers the training processes
of Al from a philosophical perspective and reconsiders Hubert Dreyfus’s criticism
of Al Thomas Filk analyses a related mathematical structure, the neural network,
an archetypal complex adaptive system. A neural network can be viewed as inter-
polating between content and context, depending on its size. Recurrent networks
behave like non-classical mechanics, with memory effects, and can even be trained
to violate Bell inequalities of quantum mechanics, normally considered as ruling
out deterministic explanations of quantum uncertainty. Genetic algorithms resemble
Darwinian evolution.

Biology and Medicine. Nowhere is the challenge facing reductionist explanations
more apparent than in the life sciences, where even the basic question ‘what is
life?” opens up Pandora’s box (‘Pandora’s warehouse’ might be a more appropriate
metaphor). Despite decades of major advances in molecular biology, even a single
cell has, if anything, become more enigmatic than ever. Let alone an organism or
an ecosystem. This is not to denigrate the astonishing advances opened up by the
discovery of the double helix, but it shows how much further we have yet to travel.

John Bickle explores a problem in which traditional holistic psychological ideas
interface with the neuroscientific field of molecular and cellular cognition. That is,
how high-level brain functions emerge from neurons and biochemistry. He observes
that in this case, the links between the different ‘levels’ leave much to be desired.
Raymond and Sir Denis Noble provide a layman’s introduction to the idea that no
specific causal level can be assumed primary, contrary to the reductionist assump-
tion that micro-levels are privileged in terms of explanation. In his view, agency and
consciousness are real, not illusions, because they result from functional constraints
at higher levels. Daniel Dennett offers some speculative but insightful ideas about
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the machinery in the brain that is responsible for intelligent action, suggesting that
foresight and self-monitoring are crucial to intelligent behaviour. The rational delib-
erator mostly worries about problems that never happen, because they worry about
them and take action to prevent them. He explores implications of these ideas for the
design of intelligent robots. Luciano Boi examines one of the most perplexing exam-
ples of just this issue: how an organism’s genetics and molecular structure relate to
its growth and evolution. He proposes that morphology on a macro-level has its own
structures and patterns, which, although they may ultimately derive from genes and
molecules, can be understood and used without reference to the micro-level. In effect,
the proposal is to replace genetic ‘information’ by nonlinear dynamics. Marta Berto-
laso and Héctor Velazquez observe that the tension between reductionist and holistic
methods is becoming increasingly apparent in the life sciences, usually viewed as
a dependency between content and context. Complexity is ubiquitous, and inves-
tigating the nature and origins of life inevitably leads to this tension. He suggests
that the focus should shift from universal reductionist principles, such as basing
everything on molecules, to ‘a philosophy of the particular’, and offers examples
such as cancer. Marco Buzzoni, Luigi Tesio and Michael Stuart take the discussion
further into medical territory with the need for doctors to combine knowledge and
methods from both macro-level (the patient) and micro-level (drugs and genetics).
The basic questions are ‘what is disease?’” and ‘how should we treat it?” They suggest
that the experimental paradigm can profitably be applied to holistic ‘complemen-
tary’ medicine, a proposal rejected or ignored by most of its practitioners. Manuel
Rebuschi concentrates on a single example: schizophrenia. Here, it is necessary to
interpret conversations with the patient, which involve context. Analysis of fictional
conversations shed light on both the disease and how to manage it.

Sociology. ‘Know then thyself, presume not God to scan; the proper study of
mankind is man’. So wrote the poet Alexander Pope in An Essay on Man: Epistle I1
in 1733-4. Generations of scientists have studied anything but humanity; others have
studied it, but not on its own level. Social scientists fill the gap and correctly remind us
that the word ‘Man’ here is sexist. (My excuse is that this is what Pope wrote. Blame
him.) Sociology offers penetrating insights into the human condition, but is bedevilled
by huge and unavoidable obstacles, such as the difficulty of performing controlled
experiments. It therefore faces issues such as context and emergence head-on.

Friedel Weinert examines the debate between two schools of thought on the level
at which social science explanations should be stated. Is the key factor the behaviour
of an individual in a social unit, or are social factors that affect that individual the
important ones? A compromise position is to select the level according to the nature of
the problem; however, in some cases the macro-level is unavoidable. Diederik Aerts
and Massimiliano Sassoli de Bianchi investigate connections between basic science,
such as thermodynamics and evolution, and aspects of matter, life and human culture.
Following Erwin Schrodinger’s pioneering footsteps in What is Life? they discuss
how the second law of thermodynamics relates to living creatures and culture. Annika
Doring and José Garcfa also discuss culture: specifically, the pitfalls of unrecog-
nised cultural differences. They contrast Okakura Kakuzo’s The Book of Tea with
Martin Heidegger’s Being and Time. The two works have quite of a lot of content in
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common, leading some to suspect that Heidegger drew on Kazuko’s work. Here, it is
pointed out that this resemblance is superficial: the two authors use similar words but
with radically different meanings; they have similar contents, but different contexts.
Understanding differences between Eastern and Western culture can correct this
misperception.

Art. Historically, art and science were intimately related for much of human
history. The early cave artists had to make their own pigments and oil lamps, not just
sketch the outlines of mammoths. During the Enlightenment, scientists and artists
routinely met together, and each influenced the other. In the twentieth century, the
two areas of activity started to decouple in various ways: schools often had a science
stream and an arts stream, for instance. Most artists and scientists still accept this
separation, but a growing band is once more bridging the gap.

Nana Last tells us about the huge changes in architectural thinking inspired by
the shift from postmodernist architecture-as-text to the digital age’s architecture-as-
algorithm. This has transformed the design process by making it possible to transfer
information from a late detail to the overall conception, instead of starting with
an overall plan and adding details later. John Barrow’s essay was written shortly
before his untimely death in 2020 and reflects his lifelong interest in connections
between science and art. Here, he observes that both activities involve complexity,
and considers one of physics’ favourite complex systems: the sandpile. This is an
example of robust simplicity on the level of the whole pile, resulting from huge
complexity on the level of its individual sand grains. He suggests that the appeal
of musical performances rests in a similar overall robustness, made all the more
interesting by differences in fine structure.

Simplex, Complex, Multiplex

Each of us will have our own opinions about which authors and which assertions we
agree with, and logic indicates that we cannot securely agree with them all. That is
why this volume exists. It is why we all need to read every essay and try to understand
the line of reasoning.

To wrap everything up in one tidy package, I will take inspiration from the other
element of my collaboration with Jack Cohen: science fiction. One of the great
science fiction authors, most active in the 1960s and 1970s, is Samuel R. Delany.
His books are not the clichéed shoot-em-up space battles that those unfamiliar with
the genre believe to constitute the whole of ‘sci-fi’. Actually, very little of it fits that
description. Like most of the best SF, Delany’s novels are thoughtful and insightful
explorations of the human condition, albeit in imaginative contexts. The novel that
bears most keenly on our topic is Empire Star, published in 1966, and I recommend
getting hold of a copy—especially if you have never read any SF—because it has a lot
to say about the topic of this volume. It is short, clever, imaginative and superficially
circular in structure, just as James Joyce’s Finnegans Wake starts by completing an
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unfinished sentence with which it ends. However, Delany’s structure is less simplex.
In fact, his novel explicitly declares itself to be multiplex. And thereby hangs a tale...

The story centres on a boy called Jo who lives on a backwoods planet called
Rhys. He encounters Jewel, who is a crystallised Tritovian and the sole survivor of a
crashed organiform cruiser that had been en route to Empire Star, the administrative
centre of the galaxy. One of the crew lives just long enough to tell Jo to take a
message to Empire Star, but not long enough to tell him what the message is. Much
later he finds out: ‘Someone has come to free the L1I’. These immensely intelligent
creatures are kept in slavery because of their ability to rebuild entire civilisations,
and as payback they make everyone who owns them irredeemably sad. Jo also finds
out that he should not deliver this message until someone has come to free the LII,
and this is not clear.

Anyway, that is the frame—the context. The specific element of content that I
want to discuss, one small detail within Delany’s widescreen baroque parable, is a
running theme about the mental processes of sentient beings. Namely, they come
in three main types: simplex, complex and multiplex. One test is to ask someone
what is the most important thing in the world. If they are simplex, they will answer.
Another test is whether they ask questions. Simplex minds seldom do. Thus, the
inhabitants of the Geodetic Survey Station, in the midst of a vast project to catalogue
all of the knowledge in the universe alphabetically, are enormously intelligent but
hopelessly simplex. As proof, their project means everything to them and they never
ask themselves whether it is sensible, feasible or worthwhile. A complex intellect
appreciates that different people and cultures can have different opinions about the
same thing, without one being wrong and the other right, and that new knowledge can
appear at any time. Multiplex minds contemplate things simultaneously from many
points of view. When faced with a mass of apparently contradictory or confusing
information, the multiplex personality orders their perceptions until they figure out
the correct question to ask.

Reductionism and holism alone are both simplex, as are all isms. To assert the
superiority of one way of thinking, to the exclusion of all others, is irreducibly
simplex, however cleverly the claim is expressed. As Delany’s character Lump—the
linguistic ubiquitous multiplex—says, ‘intelligence and plexity do not necessarily
go together’. Most of the essays in this book are complex, and the book itself is most
definitely so, since some authors flatly contradict others. Indeed, the entire collec-
tion, approached in an appropriate frame of mind, is undoubtedly multiplex. Merely
order your perceptions multiplexually, and you will understand how everything fits
together.

Tan Stewart
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Science fiction readers enjoy performing an intellectual act, a literary contortion,
that isn’t understood, can’t be understood, by nearly everyone they know. That’s not
news. People ask their authors “Where do you get those crazy ideas?’. People ask
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4 J. Cohen

you ‘What do you get out of those crazy, impossible stories?’, don’t they? I’ve got a
new slant on this, and I want to take you round the houses a bit to explain it.

Firstly, let’s have some thoughts about ‘messages’ and their ‘meanings’. There
are two rather different ways of thinking about this, which many of us, and our
authors, mix up. The kind of usage that worries about ‘information content’, about
‘bit-strings’ and other computer jargon, ‘noise’, ‘bandwidth’, and the rest of the
radio-transmitter buzzwords, is very different from the everyday, or the literary, uses
of ‘meaning’. Very often, the obvious technological uses of the first kind lead us to
think that the message is the object, or at least the important essence of the object.
Tom Easton’s near-future biotechnology stories' talk of the genes as if they are the
characters of the animals. He gets a gas-bag shape from a jellyfish genome, pockets
from a kangaroo, and so on, and sticks them together as if he’s playing with Lego™.
Many of our stories talk of the ‘plans for’ a new super-weapon as if they are the
weapon itself, with characters and hit-men striving to get the microfilm or the tape.
But it’s important to realise that what’s ‘on’ the tape is really just a sequence of
numbers, expressed as differences in optical density or magnetism. This sequence of
numbers actually doesn’t have any unique meaning: if you don’t know whether to
put the tape in a video-player or a computer or a Walkman”, you don’t know if the
sequence is a film of octopuses mating, the digits of /2 from the 108th onwards, or
Beethoven’s Ninth Symphony.

Indeed, with a little imagination you could design players that would produce
each of these from special bits of tape that had a recording made from one of the
others. They would, perhaps, be like an old-fashioned jukebox, where an arbitrary
number resulted in the sound (more rather than less...) of a record; or think of those
computer opening-screens where you have to put in numbers at the keyboard to make
the computer load the program you want to use. (There is no reason in principle why
it shouldn’t be a long sequence of numbers.) This should make the point that the
technical use of a ‘message’ (really ‘data-string’) doesn’t tie meaning to it any less
fuzzily than ordinary usage.

Here are some situations in the ordinary world that demonstrate the same thing.?
You get a letter, which says ‘If I don’t ring you on Monday night, that means Aunt
Minnie will be coming on the 6.18 from London, and you should pick her up and
take her to 6, Orchard Crescent... etc. etc.” Or someone says ‘You will find that
information on pages 1130-67 of the Encyclopaedia Britannica.” Or someone says
‘Take the train from Canton, change at Hang Chou ...’. In all these cases, there is
much more information passage in the background than in the message, more in the
Context than in the Content (ah, he’s getting there now...). In the first example, one
bit of information (phone or not) leads you to all the things the letter tells you to do
for Aunt Minnie; in the second example a simple page reference takes you to all the
information on those pages, unambiguously; but the third example, which looks so
simple, is the most informative for my purposes. It assumes a whole lot of context:
that Canton is in China, how to ‘change trains’ (!), what instructions are like in the
English language, the language itself.

Of course, all my examples assume English, and trains, and libraries, books
and numbered pages, without which each message would be as meaningless as our
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piece of tape with a series of numbers on it. Every message assumes a context, and
‘meaning’ can be got across with a simple message, a trigger, together with much
(immediate) context, as with Aunt Minnie; or it may be spelled out more explicitly
in the message itself, as with an encyclopaedia—but even the encyclopaedia needs
much more context than content. Think about it.

What has this to do with science fiction/fantasy/mundane* literature? Let’s think
of the ‘world of the detective story’. In that world, a country house with upper-class
guests is always the scene of a murder. There are several other contexts, like trains
or police stations or seashores, where the ‘detective story’ context gives the reader
clues. Again, the author’s message can be played out against an assumed, common,
contextual background known to both reader and author (but rarely to the characters—
hence some of the humour in Moonlighting®). The ‘message’, the story that is given
to us in this setting, can be very tortuous; for example the detective, or the first person
narrator, could be the murderer. But the context is a ‘given’, just as it is in Mills and
Boon (railway bookstore romance) stories, (most) fairy stories, kitchen-sink dramas,
and nearly all mundane literature. The usual terrestrial background, death and taxes,
clothes and kids, money and malingering, are assumed to be common to reader and
author. Westerns are a bit different, in that a common historical setting has been
‘improved’ as a backcloth, but it’s still carefully bedded in a ‘real’ context.

All these mundane stories retain the standard context, and different stories change
only the message, the content. In science fiction and fantasy stories, though, it’s the
context that is changed, while the storyline, the message, often has just a simple
mythic structure (how many Cinderellas, how many Frog Princes, have you read?)
This demands much more of the reader, of course: the most difficult action it demands
is to be prepared to change your context, in almost any direction, and then to find
interest in the context as much as in the content of the story.

Another digression here, as to our old science fiction versus fantasy argument®:
my position in this is (as you might have expected) simple masquerading as subtle.
Fantasy stories seem to me to have a ‘closed’ universe: a simple, describable context
in which everything can be answered by the author, in principle. They are like fairy
stories, in that only the actions and beings of the participants are germane to the story.
It doesn’t matter what g is, or how many days there are in a year, or whether ice floats
on water, except insofar as it affects decisions by the characters. ‘Spells’, ‘bargains’,
‘oaths’, ‘powers’, are all interpersonal constraints on the systems—characters can
do less because of them.

Science fiction, in contrast, has ‘open’ contexts: the real world plus a lot more
thinking about it—Ahead in time, or Away in space, or If something else had
happened. We science fiction addicts, readers and authors, assume the common
context (with the scientific knowledge left in, not taken out as it is in mundane
stories...) and then you are required to take it a fuller, more extended context from
your own knowledge of contexts. That’s why anyone can read Tolkien without having
read anything else; but to read and enjoy science fiction, you need to have read alot....
including science fiction, indeed! You need to know a lot more about the universe
as it is; it’s why you get more out of Alice Through the Looking-Glass, or indeed
Godel, Escher, Bach (Hofstadter, 1979), each further time you read them. But your
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closed-minded friends say they don’t see what you see in them. And the same goes
for Brin, Simak, or Heinlein.”

At arecent Con?® this closed/open difference was made absolutely explicit for me
when a group exercise in First Contact, a kind of role-playing game, failed. It failed
because we asked ‘real’ questions: ‘What was the actual message?’ (so we could do
our own cryptography on it—it doesn’t have ‘only one interpretation’, as we were
told); “Was the carrier polarized?’; ‘“What was the frequency it was sent at?’; ‘FM or
AM or what?’, and so on.® The organisers couldn’t answer these, as the real universe
would have, because they hadn’t thought of them, or their corollaries. In role-playing
games, which are the purest of fantasy in my sense, you need only what you’re told.
In contrast, in the real world—and when you read science fiction—you need to know
everything; in fact, in science fiction stories, as in life itself, you don’t know nearly
all of it. What we enjoy is that the real world always answers when you ask the
questions...

So a science fiction story demands a lot. It demands a disciplined exercise of an
expanded imagination—just as a good teacher does. (Fantasy, perhaps, exercises a
contracted, a restrained imagination.) It fails if it just sets an undemanding context
(‘Space’ has now become common, no-effort intellectual property) and sets unde-
manding stories in that context. The ‘space soap’ Jupiter Moon'® is mostly that,
with a couple of touches that could not have happened in a small-time college in
Oklahoma'!; so are most of the Star Trek episodes of the first series (but a few
are truly context-expanding, and perhaps needed the others to set the stage). Annie
McCaffrey’s Pern stories'? read like fantasy, but are actually mind-expanding and
can be set in a real, puzzling world, as we tried to do with Dragonsdawn (McCaftrey,
1988) and its sequels.'? Harrison’s West of Eden series'*, or Niven’s Heorot'> (to
take examples at random!)'®, demand much more of the reader than to follow the
story—the reader must invent, organise, criticise the contexts. That is why SF'7 will
always be a minority pursuit: only a minority can stretch that far out of the ordinary.
Most scientists don’t have this ability, of course, just as most playwrights don’t, or
most people, for that matter. Those few scientists who read SF are notable for their
ideas, their interesting lectures, their success at changing people’s minds. The others
do science, like people do knitting, in the mundane context that isn’t enough for you
lot.

Here’s a very fannish example deriving from a conversation with Al Johnston
and Bernie.!8 The Rocky Horror film!? is, to us, much more than a simple cinematic
offering. Any of you who’ve been along to a showing at a Con know that there
is a complex ritual involving water-pistols, rice, and a variety of communal and
individual fannish acts, guaranteed to bring despair to the heart and pocket-book of
the most easygoing cinema proprietor. But to the mundane public, it’s a piece of art
to receive, to enjoy, to wonder at, to understand, to recoil from, to hate, to ban.2’ We
use it differently: we create a ritual context for it, in which its oddity is contained
within our own even odder rituals. This, as Al saw straight away (straight away when
I had explained my context/content hang-ups) is our SF determination to give our
expanded context to anything the Universe throws at us.?!.
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Our authors challenge us with changes of context all the time. Perhaps, they
suggest, the Wandering Jew?? idea is based in reality, so we get Lazarus Long>
or Boat of a Million Years.** Sometimes the context-addition is just a grace-note:
an apprentice torturer,”> or a dragon more ethical than his George.”® As soon as I
saw the context-change idea, I understood why 1 like SF and opera; I hope the idea
gives you pleasure, too. So what is my message to you? You are context people, not
message people; see yourselves as revolutionaries, not make-do-and-mend-aries. If
you are secret-aries, show how you can do it differently, openly; if you are scientists,
think theory—context, paradigm—as well as practice; if you are engineers, engineer
the environment as well as the artefact. Most importantly, if you’re a teacher and/or
parent, a wholesale or retail purveyor of world-views and attitudes, make them other-
world-views and beatitudes.

1 Editorial Notes

Jack Cohen, who died in 2018, originally wrote this essay as a Novacon Special,
published in a limited edition of 450 by The Birmingham Science Fiction Group
in 1990. In that year, Jack was Guest of Honour at the Group’s annual Convention,
Novacon 20. All GoH’s are invited to contribute a special story or essay, printed as
a chapbook (small booklet). Although aimed at science fiction fans, with their own
jargon and in-jokes, the essay contains some important thoughts about content and
context; in particular as regards the distinction between information and meaning.
We have therefore reproduced the essay, with the permission of his daughter Rebecca
Cohen and the Birmingham Science Fiction Group, to make it accessible to a wider
audience. We have retained the original style and period flavour, but the text has
been edited slightly to remove material not pertinent to the present volume. For the
benefit of mundanes (see Note 4 below) and those who are too young to know what
a Walkman is, we have added the following explanatory notes.

Notes

1.  Thomas A. Easton wrote a series of magazine stories that led to the novels
Sparrowhawk (1990), Greenhouse (1991), Woodsman (1992), Tower of the
Gods (1993) and Seeds of Destiny (1994). They centre on a biotech revolution
in which genetically modified animals, ‘genimals’, displace machines.

2. The Sony Walkman, first produced in 1979, was a personal music player using
cassette tapes: an early forerunner of the iPod.

3. A more extensive discussion of these ideas can be found in Stewart and Cohen
(Stewart & Cohen, 1994, 1997).

4.  ‘Mundane’ is the term used in science fiction fandom for anything that is not
science fiction, or not clued up about it.

5. Moonlighting is a quirky American TV series of the late 1980s, about a private
detective agency, starring Sybill Shepherd, Bruce Willis, and Allyce Beasley.



11.

12.

13.

14.

15.

16.

J. Cohen

Initially the main modern novels in the fantasy genre were J.R.R. Tolkien’s The
Hobbit and Lord of the Rings. After a lengthy gap, the genre began to take off,
starting with the (almost unreadable) books of Stephen Donaldson in the series
The Chronicles of Thomas Covenant, namely Lord Foul’s Bane, The Illearth
War, and The Power that Preserves. As fantasy blockbusters began to displace
SF books in bookshops, SF fans initially went to great lengths to distinguish
the two genres and proclaim the supremacy of SF over fantasy. In 1990, the
controversy was very much alive. Today there has been so much genre-bending
that the distinction has become extremely fuzzy, both genres occupy the same
shelves in shops, and many authors have worked in both—notably George R.R.
Martin with his Game of Thrones book and TV series.

David Brin, Clifford Simak, and Robert A. Heinlein: prominent science fiction
authors.

‘Con’ is fannish for ‘convention’.

The technical terms are references to radio transmission.

Jupiter Moon is an SF ‘soap opera’ TV series broadcast in the 1990s, taking
place in the spaceship Ilea orbiting the Jovian satellite Callisto.

Much of the action in Jupiter Moon takes place in a university on the Ilea, and
centres on the daily lives of its students.

‘Annie’ McCaffrey was Jack’s name for SF author Anne McCaffrey, a friend
of his. Her spectacularly successful series of books, set on the planet Pern,
featured a society whose telepathic dragons fought the menace of Thread, a
dangerous plant that fell from the sky when the Red Star made its regular
appearances.

Among many other activities, Jack was a consultant to SF authors, in particular
to Anne McCaffrey, who asked him to come up with scientifically plausible
explanations of the main features of the Pern setting, starting with Dragons-
dawn. This book, ninth in the series in terms of publication date, is a prequel
that describes the initial colonisation of the planet Pern. The task was tricky
because the earlier books had been based on McCaffrey’s sense of narrative,
rather than any consistent exercise in world-building.

West of Eden (1984) is the first of a trilogy written by Harry Harrison, set in a
parallel universe in which the dinosaurs were not wiped out in the Cretaceous-
Palaeogene extinction event, and evolved into the intelligent reptilian Yilané.
The sequels are Winter in Eden (1986) and Return to Eden (1988).

The Heorot series, written by Larry Niven, Jerry Pournelle, and Steven Barnes,
is notable for its focus on ecological issues. The Legacy of Heorot (1987) begins
with the colonisation of Avalon, an island off the coast of a continent. The
colonists discover the existence of grendels, fierce predators able to move with
astonishing speed. A sequel Beowulf’s Children (1995) takes the characters to
the mainland. Shortly before his death in 2018, Jack acted as a consultant for
the third volume Starborn and Godsons (2020).

By a strange coincidence, these ‘random examples’ are also by SF authors who
built on Jack’s biological expertise when plotting them.
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SF, S-F, and s-f are abbreviations of ‘science fiction’ acceptable to fans.?’
In the past, the now common ‘sci-fi’ was definitely not: fans pronounced it
‘skiffy’ and considered its use to be evidence of ignorance of SF, even though
it was first proposed by the SF superfan Forrest J. Ackerman in 1954. However,
‘sci-fi” has now become more acceptable, even to fans. Its use is standard with
reference to the movie industry, and universal in the mundane media.

Al Johnston was a regular attendee at Novacon, the annual convention of the
Birmingham Science Fiction Group. Bernie Evans was a prominent member
of the Group, and a member of the organising committee for Novacons 18,
19, 21, 22, 23 (respectively 1988, 1989, 1991, 1992, 1993). Jack was Guest of
Honour at Novacon 20 (1990).

The Rocky Horror Picture Show is a comedy musical parody of bad horror
movies, released in 1975. The main character, Dr. Frank N. Furter, is an alien
tranvestite.

The Rocky Horror Picture Show was dismissed by critics, but became iconic
when audiences started to take part in 1976—talking back at the screen,
dressing as the characters, even miming the action as the film was being shown.
Today its transvestite theme raises fewer eyebrows than it did at the time.
Some typical examples: the biannual Discworld Conventions, based on the
late Sir Terry Pratchett’s bestselling humorous fantasy books, have featured
a specially adapted performance of The Rocky Horror Picture Show, and a
parody of Queen’s Bohemian Rhapsody.

The Wandering Jew is a mythical immortal who taunted Jesus at the crucifixion,
and was punished by being made to wander through the world until the Second
Coming. The myth became widespread in 13th Century Europe.

Several books by Robert A. Heinlein feature the character Lazarus Long,
created by a selective breeding programme aimed at longevity. He eventu-
ally reached the ripe old age of 2000 years, helped by a few rejuvenation
treatments. The books are Methuselah’s Children, Time Enough for Love, The
Number of the Beast, The Cat Who Walks Through Walls, and To Sail Beyond
the Sunset.

The Boat of a Million Years is a 1989 novel by Poul Anderson, featuring eleven
immortals living at various times in history.

In Gene Wolfe’s series The Book of the New Sun and The Urth of the New Sun,
the character Severian, a journeyman in a Torturers’ Guild, has been exiled for
showing mercy to a ‘client’.

The Dragon and the George (1976) is a humorous novel by Gordon R. Dickson,
the first of a series of nine. It features a knight and his sidekick, a Minnesota
history professor’s assistant whose mind has been transferred into a dragon’s
body.

The canonical fannish plural of ‘fan’ is ‘fen’, by analogy with man/men.
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1 How Came We to This?

Is reality stratified? Many serious people, including scientists, philosophers, and
ordinary citizens, think so. Talk of higher- and lower-level phenomena is ubiquitous,
so much so that it has taken on the character of an ideology. The cosmos is regarded,
not as a uniform patchwork, but as organised into a hierarchy of autonomous or simi-
autonomous domains, each with its distinctive objects, properties, laws. Explanatory
practices in the various sciences are tailored to these. The levels picture supplanted
conceptions of ‘flat’ universe according to which, when all is said and done, every-
thing is reducible to physics. A multi-tiered universe is an accepted consequence of
arguments against reductionism.

I believe that it is worth asking, especially now, what brought us to this juncture.
The question is of more than historical interest. Revisiting considerations that led
us to take up a particular ideology, can yield a fresh appreciation of the nature
and credibility of that ideology. Ideologies can owe their influence to their being
deployed unreflectively. On reflection, something everyone knows can cease to seem
inevitable.

In what follows, I look back on some of the ideas and arguments that led to
the widespread acceptance of the idea that we inhabit a hierarchical cosmos. The
discussion is not meant to be exhaustive, only suggestive. I myself am convinced that
the original arguments for levels were defective, and that they have not improved with
age. Succinctly put: we were duped into drawing robust metaphysical conclusions
from patently linguistic premises. My hope is that I can say enough to persuade you
that the hierarchical, levels picture is, if not flatly wrong, at the very least optional.
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2 Broad Brush History

Impressed by advances in physics, many philosophers in the first half of the twentieth
century embraced some form of reductionism. The sciences were regarded as unified
by virtue of being reducible to physics: truths belonging to a higher-level science,
such as biology, could in principle, if not in practice, be extracted from truths of
physics. The truths in question included laws and explanations couched in terms of
these laws. If there are biological laws these are, again, in principle, derivable from
laws governing the fundamental particles. Owing to the complexity of organisms,
the derivations required might be practically unattainable, but scientific practice is
replete with compromises.

The reductionists’ point was not to encourage scientists to undertake the reduc-
tions. All that was required was their in-principle attainability. As a practical matter,
we treat the various sciences as autonomous, all the while recognising that, in God’s
mind, it all boils down to physics.

The de facto autonomy of the several sciences was bolstered by their being
successful in their own terms, but the autonomy was taken to be de facto only.
Complex things are made up of simpler things that obey their own laws. Laws
applicable to complex things must in some way issue from the fundamental laws.

Reductionist programs in the sciences and in philosophy came under fire
from many quarters. Behaviourists, for instance, had long dreamed of analysing
talk of states of mind into to talk of behaviour. Talk of dodgy unobservable
mental phenomena could be replaced with more respectable talk of behaviour and
dispositions to behave (Wittgenstein 1953; Ryle, 1949).

It became clear, however that barriers to such analyses were not simply matters
of detail or practicality. Proposed analyses had a disquietingly open-ended character.
This suggested that the envisaged reductions were, not simply hard to come by, but
wrong-headed.

Not all reductionist programmes appealed to analytical manoeuvres, however.
Philosophers defending materialism, for instance, did not argue that mental terms
could be analysed in a physical vocabulary, but that mental states are as a matter of
fact nothing but brain states. Mind-brain identity theorists, including U.T. Place and
J. J. C. Smart, regarded the identification of mental states with physical states as an
empirical hypothesis, one subject to norms by which any other empirical hypothesis
is evaluated (Place, 1956; Smart, 1959). Start with the idea that we have empirical
evidence of correlations among states of mind and physical, brain states. How might
these be explained?

Dualism affords one kind of answer: mental states, while not themselves identi-
fiable with brain states, nevertheless enjoy an especially intimate relation to brain
states. Traditional dualism came in a various flavours. Interactionists held that minds
and brains causally interacted, epiphenomenalist regarded states of mind as by-
products of complex physical mechanisms that, like the shadow cast by a speeding
locomotive, played no part in their operation. Neuroscientists spoke breezily of neural
mechanisms as the ‘substrate’ of consciousness.
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Smart and Place argued that a much simpler explanation of the empirical data
was available: purported correlations between states of mind and brain states were
artefacts of the way minds and brains are studied. Imagine that a neuroscientist
observes goings-on in your brain while you report your states of mind. What is
correlated are not mental states and brain states, but reports of mental states and
observations of brain states. Nothing stands in the way of identifying what is reported
with what is observed. Under the circumstances, the hypothesis that mental states
are (identical with) states of the brain should be accepted on the grounds that it is
more parsimonious than dualism.

Proponents of various forms of dualism responded to the mind—brain identity
theory in various ways, but, at the time, the most serious challenge came from
functionalism. Functionalists argued that the idea that mental states are brain states
involves a kind of category mistake. The identification fails, not because mental
states are nonphysical, as proponents of dualism would have it, but because they are
functional states (Fodor, 1968, 1981; Putnam, 1967).

Functionalism was a response not only to the kind of analytical reduction associ-
ated with behaviourism, but also to the nonanalytical species of reduction offered by
the mind-brain identity theory. States of mind, although likely dependent on brain
states, could not be identified with brain states, not even manageable disjunctions of
such states. This is where it all becomes murky.

A functional state is a state, the identity of which, is bound up with its causal role.
Your being in pain, for instance, is for you to be in a state with the right input—output
profile. A pain state, for instance, might be a state brought about by tissue damage,
excessive heat or pressure and subsequently produces aversive behaviour. The state
you are in when you are in pain need not be physically anything like the state some
other creature is in when that creature is in pain. A silicon-based creature might
undergo pains provided only that it could be in a state that played the pain role.

Types of mental state, then, like functional states generally, are not identifiable
with types of physical state. Many different kinds of physical state could satisfy the
job description of any given mental state. Indeed, if there are nonphysical beings they
could undergo pains provided they were organised in the right way. Functionalism
is compatible with, but does not entail, materialism.

The problem with the identity theory is not simply that there is no one—one, or
even one—many relation between states of mind and brain states, but rather the kinds
of state capable of playing the role definitive of any mental state are in principle
open-ended. Reduction is not on the cards.

3 Antireductionism and Levels

These kinds of antireductionist argument were expanded to include, not simply
psychology, but to include, as well, the special sciences, the social sciences, along
with many everyday human institutions (Fodor, 1997). Higher-level sciences could
not be reduced to sciences at lower levels. Talk of higher- and lower-levels here is
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vaguely mereological. Objects at home in a higher-level science are by and large
made up of parts that make up the subject matter of lower-level sciences, and the
higher-level objects are themselves parts of objects making up the subject matter of
still higher-level sciences.

Proponents of levels would agree that this falls well short of establishing a meta-
physics of levels. At best it portends a division of labour in which distinct sciences are
occupied with larger or smaller entities. More is required to move from this relatively
uncontroversial position to a hierarchy of levels of being.

The impetus for the hierarchical scheme came, in large measure, from early
attempts to address the metaphysics of functionalism. Recall that a functional state
is a state that plays a particular causal role. Because many different kinds of physical
state could play the same role, there was no prospect of identifying types of functional
state with types of physical state, hence the slogan, ‘no type—type identity’.

Philosophers advancing these arguments used ‘type’ and ‘property’ interchange-
ably, concluding that, if mental properties, or biological properties, or any other
properties are functional properties, they are not candidates for identification with
physical properties.

For many readers this is familiar territory. Familiarity has a philosophical down-
side, however. Too often, we feel comfortable with a familiar doctrine, not because
we understand it and find it compelling, but because we can recite it by heart. When
I reflect on my own philosophical development, I realise that, when it came to argu-
ments for hierarchies and levels of entity, I could talk the talk, but I really did not
understand what I was talking about. I chalked my lack of understanding up to a
failure on my part to see what everyone else saw. This, together with the fact that no
one was likely to call my bluff enabled me to repress a latent uneasiness and move
on. Eventually I came to appreciate the Socratic point that, without uneasiness,
philosophy dies.

Apologies for waxing autobiographical, but I am leading up to the question, what
is a functional state? Being in a state is a matter of having a particular property, so
to be in a functional state—to be in pain, for instance—is to have (or ‘instantiate’ or
‘exemplify’) a functional property. When you are in pain, when the pain property is
on the scene, you are in a physical state that plays the pain role. You are in pain, you
have the property of being in pain, by virtue of being in that state. Another creature
might be in pain by virtue of being in a very different kind of physical state.

Here, distinct physical states are associated with a single property: the pain prop-
erty. You and that other creature are each in pain. Are your respective pain states iden-
tifiable with (reducible to) your respective physical states? How could they be? You
share the property of being in pain, but the physical states responsible for your both
being in pain are different. Thus, the property of being in pain cannot be identified
with the property of being in a particular kind of physical state.

This line of reasoning spawned the idea that physical states, while not identifiable
with functional states, nevertheless ‘implement’ or ‘realise’ functional states. You
and the other creature’s respective physical states realise your respective pain states:
one mental state, many physical realisers. Psychological states are multiply realisable
higher-level states.
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You can see how this works in the case of computing machines and their programs.
Machines with very different kinds of physical architecture can perform the same
computation: solving a particular differential equation, for instance. Their performing
the computation requires transitions among the machines’ hardware states. The
machine’s performing the computation is not identifiable with those hardware transi-
tions, however. The very same computation could be implemented in different ways
on machines with different physical architectures. Computational processes, then,
must be higher-level occurrences implemented or realised by assorted lower-level
processes.

Once you accept this point, a whole new way of seeing things opens before
you. You can see that what goes for computational states and processes, goes for
psychological states and processes generally. But why stop there? The same move
extends smoothly to chemical, biological, and endless other higher-level states and
processes. By virtue of being multiply realisable, higher-level items across the board
cannot be reduced to—identified with—those at lower levels.

This moves us a step closer to the levels picture, but getting all the way there
requires understanding how philosophers came to understand the relation higher-level
items bear to their lower-level realisers. This brings us back to functionalism.

4 The Metaphysics of Functionalism

Early on, Ned Block distinguished two distinct species of functionalism (Block, 1980;
see also Shoemaker, 1981). One of these, ‘functional state specifier’ functionalism,
was associated with the work of David Armstrong and David Lewis (Armstrong,
1968; Lewis, 1966). For Armstrong and Lewis, functionalism includes both an analyt-
ical and an empirical component. Mental predicates, they thought, could be given
functional analyses, but discovering what answers to these predicates is an empirical
matter.

So, for Armstrong and Lewis, when you say that Gus is in pain, you are saying that
Gus is in some state with the right input—output profile. To a first approximation, a
state counts as a pain state when it is brought about by tissue damage, excessive heat
or pressure and leads to aversive behaviour. So far so good. Armstrong and Lewis,
unlike most other functionalists, held that functional states in general, and mental
states in particular, were to be identified with whatever physical state played the right
functional role: a mental state is its realiser.

Because states capable of playing a given role could differ across species, and even
across individuals, the upshot is a kind of ‘token identity’ theory: every particular
mental state is identified with some—presumably physical—realising state or other.
If a state is an object’s having a property (at a time), then this is not property or type
identity. Mental types do not align with physical types, however mental terms—
mental predicates—hold true of individuals by virtue of those individuals’ being in
particular physical states.
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This is a natural enough way of understanding functionalism, so you might be
surprised to learn that, when it came to functionalists’ metaphysics, Armstrong and
Lewis were a distinct minority. Mainstream functionalists explicitly rejected token
identity, in part because it smacked of reductionism or ‘eliminativism’. If all there is
to being in a mental state is to be in some physical state, then the mental is nothing
but the physical. But, they argued, reductionism is a nonstarter: there are plenty of
reasons to doubt that the mental is reducible to the physical.

What is the alternative? Mainstream functionalists contended that Armstrong—
Lewis style functionalism stemmed from a confusion. A functional state or property
is not identifiable with its physical realiser. A functional property is a ‘second order’
property: the property of having a property that plays the right functional role.

A second-order property is not, as the label suggests, a property of a property, but
the property of having a property. (Because referring to mental properties as second-
order properties is potentially confusing, I prefer to speak of higher-level properties.)
Block dubbed this brand of functionalism ‘functional state identity functionalism’,
a somewhat confusing characterisation in the context.

If you found the foregoing hard to follow, that is unsurprising. Suffice it to say
that the resulting picture issued in property levels. To have a mental property, the
property of feeling frightened, for instance, would be to have the property of having
some physical property—to be in a physical state—with the functional profile char-
acteristic of fear. The state might be one caused by occurrences deemed frightening,
for instance, that disposes its possessor to flee the occurrence. The realising state
could vary across individuals and across species.

The question remains, given that mental properties are not identifiable with their
realisers, how precisely are the two related? Many philosophers accepted Donald
Davidson’s (1970) contention that the mental ‘supervened’ on the physical and
supposed supervenience to be a relation among property ‘families’ (Kim, 1978,
1979). Thus, if the family of mental properties supervenes on the family of physical
properties, mental properties are distinct from, but dependent on, physical properties.
This is what it is for a physical property to realise a mental property.

Supervenience thus construed was said to be nonreflexive—nothing supervenes
on itself —asymmetrical—if the As supervene on the Bs, the Bs do not, indeed could
not, supervene on the As—and transitive—if the As supervene on the Bs, and the Bs
supervene on the Cs, the As supervene on the Cs.

This purely formal characterisation of supervenience encompasses many different
kinds of relation (see Kim, 1990). These included causal relations (as when the Bs
causally suffice for the As), constitution relations (when the As are made up of the
Bs), and cases in which two events are caused by a third event (when the As and Bs
are both effects of Cs).

None of these familiar relations was what proponents of multiple realisability
had in mind, however. The realising relation was something like the causal relation
but synchronic: once a realiser is on the scene, so is whatever it realises. The rela-
tion is evidently sui generus. It is what you have when a higher-level property is
synchronically dependent on, but distinct from some lower-level realising property.
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Now, however, difficulties arise. Suppose your feeling of fear is dependent on,
but distinct from, a physical state with the right causal profile. In that case it would
be the realiser, the physical state, that is brought about and in turn brings about the
relevant physical occurrences. When your fear leads you to flee, it is not your fear
that is responsible for your fleeing, but its physical realiser. And so it is for functional
states generally. Functional states are epiphenomenal, and, given that mental states
are functional states, mental states are epiphenomenal (Jackson, 1996; Kim, 1993;
McLaughlin, 1989).

You might regard epiphenomenalism as unobjectionable when it comes to
conscious states of mind, but the problem generalises in ways most philosophers
and nonphilosophers would find unacceptable. Higher-level sciences are concerned
with higher-level states and properties. These figure centrally in laws and causal
explanations offered by the sciences. Are all these epiphenomenal?

Physics aside, most of what is of interest in the various sciences resides at higher
levels. Trees cast shadows, shed leaves, provide refuge for organisms of all sorts. The
real causal work is in the hands of items at lower levels, however, ultimately in the
hands of the quarks and leptons. Antireductionist arguments aimed at preserving the
autonomy of the several sciences and gave birth to a hierarchy of levels culminated,
ironically, in physics’ being put back in the driver’s seat.

Much has been written about the problem of causal efficacy of higher-level
phenomena, but I will spare you the details (see, for instance, Jackson & Pettit,
1990). Suffice it to say that none of the many attempts to provide for the causal rele-
vance of items at higher-levels has achieved anything close to universal acceptance.
You might have thought that this would send the architects of the hierarchical picture
back to the drawing board. As is so often the case in philosophy, however, rather than
re-examining the foundations of the edifice, philosophers relegated the problems to
the background.

The sense was that this is just a problem we must all learn to live with: what is
a problem for everyone is a problem for no one. After all, the hierarchical, levels
model is mandated by the success of the sciences in getting at the causal structure of
the universe. Philosophers are in no position to challenge the standing of higher-level
sciences. The sciences have paid their dues. If philosophers are unable to account for
the causal efficacy of higher-level items, that is their problem, not one that should
trouble the sciences.

5 Davidsonian Supervenience

This is yet another case in which apparently innocent philosophical presuppositions
turn out to have unwelcome downstream consequences. In this instance, the assump-
tion is that there are higher-level properties required by the sciences that depend
on distinct lower-level properties. The hierarchical picture was largely the product
of philosophers’ tendency to move directly from claims about the non-reducibility
of predicates and explanations, to claims about states and properties. If you look at
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influential arguments against reduction, you will find that they concern taxonomies.
Biological or psychological taxonomies, for instance, cannot be derived from or
recreated in a taxonomy belonging to physics. That seems right. But what follows?
If talk of Bs cannot be substituted for talk of As, does it follow that the A’s and Bs
belong to distinct categories of entity? Do irreconcilable taxonomic differences call
for distinct levels of being?

Why not suppose, instead, that there is just the one level describable in many
different non-equivalent ways? If you distinguish predicates from properties, what
antireductionist arguments show is that predicates belonging to taxonomies associ-
ated with the various sciences, cannot be replaced by predicates belonging to lower-
level taxonomies without a loss of information. The decisive move is to assume that
distinct families of predicate correspond distinct families of property, an especially
unfortunate consequence of linguisticised metaphysics. ‘“The decisive movement in
the conjuring trick has been made, and it was the very one that we thought quite
innocent’ (Wittgenstein 1953/1967: §3.08).

I can illustrate what I have in mind by returning to Davidson and the Davidsonian
precept that the mental supervenes on the physical. Philosophers delving into the
metaphysics of mental properties assumed that, in speaking of the mental supervening
on the physical, Davidson must be referring to families of property (or, if he was not,
this was due solely to an unbecoming ambivalence about properties). Were that so,
then, given the irreducibility of the mental to the physical, mental properties must
be distinct from physical properties.

Philosophers occasionally speak of the reducibility of properties as in ‘mental
properties are (or are not) reducible to physical properties’. Reduction is a relation
holding among predicates (or laws, or explanations), however, not a relation among
properties. (What would it be to reduce one property to another property?).

In arguing that the mental supervened on the physical, Davidson was contending
that you could not have a mental difference without having a physical difference.
This is a defeasible substantive thesis, not a product of conceptual analysis. If it is
true that I am in pain and you are not, we must differ in some physical way.

Many of Davidson’s readers followed Kim in interpreting this as a claim about a
dependence relation among properties: mental properties, while distinct from phys-
ical properties, nevertheless depended on physical properties. If I have a mental
property that you lack, we must differ in some nonmental way.

Numberless philosophers, this author included, devoted inordinate amounts of
time and effort to the task of working out the metaphysics of supervenience. The
upshot was a growing sentiment that supervenience was a sui generis relation, not
further explicable. There had to be some kind of dependence relation between mental
properties and physical properties, and supervenience was as good a name for that
relation as any.

As a matter of fact, in invoking supervenience, Davidson was not advancing a
metaphysical doctrine about families of property. Davidson rarely spoke of prop-
erties but, as a student of Quine’s, when he did, he was not using ‘property’ in an
ontologically serous sense. For Davidson, to say that a ball has the property of spheri-
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cality, is to say no more than ‘is spherical’ applies truly to the ball. A view of this kind
is silent on the implications of the supervenience thesis, if any, for the metaphysics
of properties.

Davidson’s inspiration was R. M. Hare, who contended that there could be no
moral difference without a nonmoral, natural difference (see Hare, 1952). Hare’s
focus was on moral judgements, not properties. Indeed, Hare was an anti-realist
about moral properties. His idea was that, if you judge that one person is good and
another not, there must be some nonmoral difference between the two. This is a defea-
sible substantive thesis about constraints on moral judgements, not a commitment to
distinct families of property.

In similar fashion, Davidson took mental-physical supervenience to express a
constraint on mental and physical judgements or descriptions. When you truly ascribe
a mental state to me, that very state could be picked out using a non-mental, physical
vocabulary. There are not two states, one lower- and the other higher-level. There is
one state describable in conceptually orthogonal ways.

Supervenience amounts to the precept that whatever makes true the ascription of
a state of mind, answers as well to a nonmental, physical description. This not the
thesis that when you are in a position to ascribe a particular mental state to me, you
are also in a position to offer a physical description of that state. All that follows is
that there is some way of picking out the state in a nonmental vocabulary.

This is one aspect of Davidson’s contention that something is mental or physical
‘only as described’ (1970: 215). The mental-physical distinction is not a metaphys-
ical distinction between incommensurable families of property, it is a distinction
between two incommensurable ways of describing the cosmos. For Davidson, the
mental-physical distinction is not what the scholastics called a real distinction, but a
distinction of reasoned reason, what today would be called a conceptual distinction.

Davidson’s motive for embracing supervenience was straightforward. States of
mind—beliefs, desires, intentions—are caused by physical occurrences and figure
causally in the production of actions. This is a conceptual point. Ascriptions of
states of mind are ascriptions of states that are caused by and cause physical events.
It is true that you perceive a tree only if a tree figures causally in the production
of your perceptual state. You act on reasons only if those reasons—in the form of
beliefs, desires, and intentions—are causally responsible for your body’s moving
as it does when you act. The identity of a mental state is bound up with its causes
and effects. Mental concepts are causally loaded. This might remind you of func-
tionalism, but, notwithstanding important similarities, Davidson was not committed
to the functionalist tenet that mental concepts could be given exhaustive functional
analyses.

The causally loaded character of ascriptions of states of mind converges with the
fact that we have every reason to think there is, whether we could give it or not, a
physical explanation for your going into perceptual states, entertaining beliefs about
trees, and for your bodily motions. Although there is no prospect of analysing or
paraphrasing mental concepts in nonmental terms, this is no barrier to the idea that,
whenever mental ascriptions are true, their truthmakers could be given nonmental,
physical descriptions.
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Not only is Davidson’s supervenience not a kind of dependence relation among
properties or property families, it is not even asymmetrical. The mental supervenes
on the physical, and the physical supervenes on the mental. Anything answering
to a mental description answers, as well, to some physical description or other, and
anything that could be given a physical description could, with sufficient ingenuity, be
described in a mental vocabulary. The symmetrical nature of supervenience reflects
the fact that ‘mental’ and ‘physical’ designate different ways of characterising one
and the same cosmos.

Owing to the incommensurability of the vocabularies to which the mental and
physical terms belong, there is no one—one, or even one—many, mapping of mental
terms onto physical terms. Davidson calls this anomalous monism: monism because
there is just the one cosmos describable in different ways; anomalous because the
modes of description are incommensurable.

6 Dénoument

Even if Davidson himself did not regard supervenience as a dependence relation
among families of property, why think he is right? Why not think that, whatever
Davidson himself believed, it is useful—perhaps even inevitable—that we take
‘supervenience’ as a name for a relation among property families. Davidson might
eschew the metaphysics of properties, but this saddles the rest of us with the problem
of understanding the relation between mental and physical properties, which are,
after all, distinct species of property.

A better question might be, why imagine that the proponents of the hierarchical
picture are right? Their case rests on arguments that start with plausible taxonomic
premises which are then given a patently metaphysical spin. The conclusions are
not supported by the arguments, and they provide no illumination concerning the
relation between higher- and lower-level entities. In addition, they incur significant
metaphysical costs, one of which, the problem of the causal relevance of the mental,
surfaced earlier: how could higher-level properties, mental or otherwise, enter into
the causal fray? Such properties would, instead, be undercut or pre-empted by their
lower-level realisers.

This problem does not so much as arise for Davidson. If every state answering to
a mental description answers to a nonmental, physical description, you would have
one and the same state, differently characterised, making it true that you are afraid
and bringing about your fleeing. To ask whether a state figured in a causal relation
because it answered to a mental description or because it answered to a physical
description is to court confusion.

The point extends beyond the psychological domain. Biology is not reducible
to physics: biological taxonomies, laws, and explanations are orthogonal to the
taxonomies, laws, and explanations deployed by physicists. Still, whatever could
be given a biological description, answers as well to a description couched in the
language of physics. “This is an emu’ is true of a particular creature because that
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creature has what it takes to be an emu. But that same creature could be described in
a vocabulary mandated by physics. And so it is for other higher-level sciences. This
is not reduction, there is no suggestion that you could recast talk of emus in terms of
quarks and leptons.

In invoking Davidson, my aim has been to illustrate a general point: nothing is
gained by interpreting taxonomic hierarchies as evidence for levels of being. You
can honour antireductionist sentiments without embracing a hierarchical ontology.
Doing so has the advantage of making sense of scientific practice without incurring
the problems and mysteries accompanying a multi-tiered ontology.

Chemistry, biology, psychology, and economics do not concern distinct realities.
What they afford are different, largely autonomous ways of addressing a single reality.
This takes nothing away from the special sciences, the pronouncements of which are
often enough true. To dispense with a tendentious philosophical reconstruction of
relations among the sciences, is not to dispense with the sciences.
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Does Linguistics Need (Weak) )
Emergence? oo

J. T. M. Miller

There are many different sorts of linguistic objects: words, sentences, paragraphs,
phonemes, morphemes, and many more. There are also linguistic properties. That
is, there are properties that are primarily (perhaps even uniquely) instantiated by
linguistic objects. Such properties include spellings, pronunciations, meanings, and
various different grammatical properties.

Interestingly, some of these properties seem to only be attributable to ‘higher-level’
objects. For example, single words cannot have certain complex grammatical proper-
ties. [ have, elsewhere, explored whether some of these linguistic properties instanti-
ated by higher-level objects are ontologically emergent properties (Miller, 2017). In
that paper, I explored whether at certain levels of complexity within linguistic deriva-
tions, new properties come into existence which contribute novel causal powers to
the object that instantiates the property. If they exist, these ontologically emergent
linguistic properties cannot be reduced to patterns of lower-level properties, or to
additive properties that arise due to the nature of the lower-level properties.

This chapter extends the discussion begun in that earlier work. Though I explore
the same phenomena—that of the truth-evaluability of sentences—I hope that
this chapter is readable independently. My aim here is to re-evaluate the failure
of reduction that I argued for previously and consider whether the observations
might support positing an alternative conceptions of emergence, that of weak or
epistemic emergence.

The chapter is structured as follows. In section one I outline the concept of emer-
gence, and in particular the understanding of weak emergence that I will adopt in
this chapter. In section two, I defend the idea that there are ‘levels’ in linguistics such
that different linguistic objects (and the properties they instantiate) might be taken to
be ‘higher’ or ‘lower’ level with respect to other linguistic objects. In section three,
I rehearse some of the claims found in Miller (2017), most centrally the seemingly
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failure of reductionism to account for the property of truth-evaluability instantiated
by some (but not all) sentences. In section four, I consider whether weak emer-
gence might allow us to solve the problems facing reductionism, thereby avoiding
a commitment to truth-evaluability as being a strongly emergent property. I close in
section five by reflecting briefly on what this means for linguistics more widely.

1 What is Weak Emergence?

Emergence is often understood with reference to a background commitment to reality
being structured hierarchically in levels. This commitment to levels means supporters
of emergence hold that reality is ordered and structured, with different entities at each
of the levels. Different levels of reality then reflect the relative fundamentality of the
entities within each level, with those entities at the ‘bottom’ level being the most
fundamental.

Making use of this notion of levels, those that argue that there are emergent
entities (typically, but not always properties)' hold that emergent entities are higher
level entities that are something ‘over and above’ the lower-level entities that compose
them. Emergent entities are not merely additive entities—not merely the sum of their
parts. Rather, the idea is that emergent entities are ‘both distinct from and novel with
respect to the base phenomena from which they emerge, whilst nevertheless being
dependent upon the base phenomena’ (Carruth, 2019: 87).

Emergent properties are therefore possessed (or instantiated) by ‘higher-level’
complex systems or objects. That is, they are properties that are possessed by higher-
level objects that are themselves composed by lower-level (or more fundamental)
objects that possess (or instantiate) other lower-level properties. For example, one
of the most discussed potential cases of emergence is that of consciousness. The
idea is that consciousness is an emergent property that can be said to ‘arise’ out
of more fundamental properties—such as the neurophysiological properties of the
brain. Consciousness, if it is emergent, is therefore a novel property of the complex
object that is the human brain (or mind), and is irreducible to lower-level properties
of the brain (see O’Connor 2020).

Beyond this very broad characterisation, the precise details of putative cases of
emergence have been understood in multiple different ways.> One major distinc-
tion relevant to this paper is between ontological (or strong) and epistemic (or
weak) emergence. Again very broadly characterised, and not uncontroversially so,
the difference between ontological and epistemic emergence lies in whether the
emergent entities are (merely) part of our explanatory practices, or are a novel part

! For some exceptions to this, and further discussion of the plausibility of those arguments, see
Hasker 2017, Nida-Riimelin 2007, O’Connor and Churchill 2010, and Rickabaugh 2018, and
Zimmerman 2010.

2 See Van Gulick 2001, and Gibb, Hendry, & Lancaster (2019) for overviews of the wide range of
topics within the field.
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of the ontology of world (in addition to the lower-level entities from which they
emerge), though the precise details have been cashed out in many different ways.
For example, Chalmers understands the distinction through the epistemic notion of
deducibility such that:

a high-level phenomenon is strongly emergent with respect to a low-level domain when
the high-level phenomenon arises from the low-level domain, but truths concerning that
phenomenon are not deducible even in principle from truths in the low-level domain.
(Chalmers, 2006: 244)

And,

‘a high-level phenomenon is weakly emergent with respect to a low-level domain when
the high-level phenomenon arises from the low-level domain, but truths concerning
that phenomenon are unexpected given the principles governing the low-level domain.’
(Chalmers, 2006: 244)

Or, in the words of Bishop and Silberstein:

ontologically emergent entities or properties are thought to be the result of irreducible
bridge laws or causal powers to produce qualitatively new phenomena. Such strongly emer-
gent phenomena are also said by some to possess novel “downward” causal powers that
constrain the behavior of other phenomena at smaller spatial and temporal scales. (Bishop &
Silberstein, 2019: 154).

And weakly emergent entities:

fail to be predictable, derivable, explainable or characterizable in terms of the “more basic”
entities and properties out of which the emergents arise. (Bishop & Silberstein, 2019: 154)

What is clear about weak emergence understood in these ways is precisely how
weak it is. Weak emergence is epistemic in nature, relating to our ability to predict,
derive, or explain the phenomena we observe. It is about our epistemic capabilities,
and not (necessarily) about the nature of the entities themselves. Indeed, this concep-
tion of emergence is so weak that failure of predictability is often (though not always)
taken to be consistent with some form of ontological reductionism. As Wong puts it,
‘unpredictability, however, is not supposed to introduce any new ontology into the
world; it is merely epistemic’ (2019: 180).

Another example of the consistency of weak emergence and reductionism comes
from Bedau (1997) who argues that an epistemic (or weakly) emergent property (or
state) is a macroscopic or higher-level property that could only be understood when
we understand the nature or behaviours of the lower-level property if we have already
modelled the higher-level property. Under this conception, there is a failure of predic-
tion in epistemic emergence cases as knowledge of the lower-level states would not
allow us to predict the higher-level (or macro) behaviour that we observe. However,

3 Bishop and Silberstein do not accept these characterisations of emergence, favouring instead an
alternative account of what it is for some entity to be emergent that they call ‘ontological contextual
emergence’. See Bishop 2005, 2010; Silberstein 2002, 2012, 2017. It would be an interesting task
to consider that form of emergence to see what it would say about the sorts of cases that arise from
linguistics, but I leave that to future work.
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there is no irreducibility requirement. Higher-level properties may be reducible to
lower-level ones, but to do this we must first study the higher-level properties. A study
of the lower-level alone cannot lead us to understand fully the observed higher-level.

And, again, in the work of Butterfield who understands emergence in the following
way:

properties or behaviour of a system which are novel and robust relative to some appropriate
comparison class. Here ‘novel’ means something like: ‘not definable from the comparison
class’, and maybe ‘showing features (maybe striking ones) absent from the comparison
class’. And ‘robust’ means something like: ‘the same for various choices of, or assumptions
about, the comparison class’. Often these words are made more precise by the fact that the
system is a composite. So the idea is that its properties and behaviour are novel and robust
compared to those of its component systems (2011: 3)

Butterfield goes on to argue that this notion of emergence is consistent with
an account of reduction as the “deduction of one theory from another”, nor makes
emergence a case of “mere supervenience” (2011: 3—4). The consistency of reduction
and emergence comes from the higher-level showing properties that are novel with
respect to the properties of the component systems, yet following our knowledge of
the higher-level properties we can then learn to deduce the presence of the higher-level
properties given certain arrangements or behaviours of the lower-level components
system. Put an alternative way, the requirement is that we can only know about
the higher-level properties through first recognising their existence at the higher
level. Once we have recognised the property at the higher-level, we might be able to
subsequently ‘backwards engineer’ the property and thus deduce the property from
the lower level, thus satisfying Butterfield’s conception of reduction. So understood,
emergence asks very little of the world.

It is this weak conception of emergence that I have in mind what I ask my main
question in this chapter: does linguistics need (weak) emergence? My aim is to argue
that the answer to this question is yes. Thus, in this chapter, I will take a phenomenon
to be weakly emergent, when such entities ‘fail to be predictable, derivable, explain-
able or characterizable in terms of the “more basic” entities and properties out of
which the emergents arise’ (Bishop & Silberstein, 2019: 154), and will argue in the
rest of this chapter that there is at least one case where linguistics should embrace
this sort of emergence, before reflecting on what this might mean for linguistics more
widely.

2 Levels in Linguistics

Amongst the various sorts of linguistic entities, there are some that are seemingly
indisputably ‘higher-level’ entities. Sentences, for example, are complex entities,
typically taken to be composed of words. Words are, in this context, ‘lower-level’
entities. They are simpler than sentences, and when put together following various
rules we are able to bring into existence sentences as well as various other even more
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complex higher-level linguistic entities such as paragraphs, chapters, and, possibly,
books.*

This is not to say that words are absolutely or universally to be classified as being
lower-level. Pre-theoretically, words are the fundamental or atomic elements of our
language system. That is, our pre-theoretic view is normally that the mental lexicon
contains atomic units which are words. What this would mean is that our minds
contain a store of words, available for us to draw down and place into syntactic
arrangements to create sentences and other more complex linguistic entities.

This atomic conception of words, though, is widely rejected in the linguistics
literature. Rather, relative to other entities, words are themselves taken to be higher-
level, complex objects, with the composition of words specifically studied in the field
of morphology. Indeed, it is not unheard in the literature to defend an even stronger
view which denies the existence of words all together. Boeckx, for example, has
called words the ‘phlogiston of linguistics’ (2008: 68): a pre-theoretical posit, that
now that our scientific understanding has progressed, can be done away with. At the
very least, even if not outright denying the existence of words, it is clear that words
are not the sorts of things ordinary speakers have typically taken them to be—they
are not the atomic elements of language. Though if words are not the atomic elements
of the language faculty, then what are? That is, what are the smallest objects posited
within linguistics?

Sprouse and Lau state that ‘it is fair to say that there is some degree of consensus
that the basic units are bundles of features’ (2013). Itis these ‘bundles of features’ that
are the objects stored in the mental lexicon ready to be accessed when required as part
of a linguistic derivation. For our purposes here, we can take the term ‘feature’ to be
synonymous with the more common philosophical term of ‘property’ (and I will use
the two interchangeably throughout). Thus, the consensus position is that the mental
lexicon contains units that are bundles of properties, where those properties determine
(at least) the phonological and conceptual information relating to those units and the
ways that those units subsequently behave within a linguistic derivation.’ For ease,
I will follow Borer (2005) and call these units ‘listemes’.

This is of course not to say that all agree about the precise nature of listemes.
For example, whilst there is agreement that the primitive elements are listemes (as
bundles of features/properties), there is disagreement about what features/properties
listemes have. For example, Chomsky (1995) suggests that listemes need to possess
‘formal’ features—roughly speaking, syntactic information that identifies that partic-
ular listemes as being of a certain syntactic category. Borer denies this, at least for
what she calls ‘substantive’ listemes which are category-less in her conception of
the lexicon, only gaining a syntactic category as a result of the process of being
merged within the syntactic processing that results in phrases and other more complex

41 say possibly not because I am raising some doubts that books exist, but rather that there could
be doubts that books are linguistic entities. Certainly books do not seem to be necessarily linguistic
entities as picture books are books that at least could contain no linguistic entities at all.

3 See Miller (2021) for an extension of this idea to words more generally, arguing that words should
also be characterised as being bundles of properties.
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linguistic entities. For Borer, leaving aside various complexities, such listemes are
sound-meaning pairs—a combination of some phonological information and some
conceptual information only (Borer, 2005: 15).

These debates over the precise nature of listemes are not my focus here. The
significance of this in this paper is that in order to understand emergence claims,
we need to understand levels within the specific domain under discussion. Words
are, within the domain of language, higher-level entities, and listemes ‘lower-level’.
Indeed, it is plausible that within the language faculty in humans, listemes, and
the properties that they possess, are the lowest-level entities. That is, listemes that
instantiate certain (potentially limited) properties, unlike words, at least have a claim
to be the smallest elements of the language faculty. Or, putting this in the terminology
common in debates about emergence, listemes are lower-level entities, with all other
linguistic entities being relatively higher-level.

An important caveat is needed at this point, before returning to questions of emer-
gence more explicitly. I have suggested that listemes are lower-level entities, with
words, sentences, etc. as being relatively higher-level. This claim is strictly one about
the ontology of the language faculty as it appears in humans, and not a wider claim
about the ontology of the mind. The language faculty is undoubtedly just one part
of a much bigger and more complex cognitive architecture. Minimally, the language
faculty must have interfaces with broader conceptual systems and systems that control
sensory-motor functions that ensure that any linguistic structures created within the
language faculty can be suitably externalised. It is possible that the language faculty
interfaces with far more distinct aspects of our cognitive systems too.

For my purposes here, which is solely a discussion about the possibility of emer-
gence within the language faculty, I am interested only in the ontology of the language
faculty. It may be that a full understanding of the entire cognitive architecture of
humans will conclude that listemes and their properties that I have claimed are the
smallest elements of the language faculty are in fact complex outputs of various
other aspects of cognition. Indeed, I think this is likely in some cases, particular for
listemes through which conceptual information enters into the language faculty.

However, as I am interested in properties of linguistic entities, and on the assump-
tion that (at least in humans) only the language faculty produces or functions over
linguistic entities, whether or not listemes are lower or higher-level entities relative
to the wider cognitive architecture is not important. All claims of emergence require
are levels, and the above suggests that at least within the language faculty, such
levels exist, with listemes at the ‘bottom’ and other more complex linguistic entities
at higher levels.

Returning to our main focus, what should we look for when seeing if there are
possible cases of emergence in linguistics? Using our definition above of (weak)
emergence, we are after cases where higher-level phenomena ‘fail to be predictable,
derivable, explainable or characterizable in terms of the “more basic” entities and
properties out of which the emergents arise’ (Bishop & Silberstein, 2019: 154).
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Applying this to the ontology of language that we have sketched thus far, we
are looking for cases where certain phenomena or properties of higher-level enti-
ties—words, sentences, etc.—fail to be predictable, derivable, explainable or char-
acterizable in terms of the more basic entities—listemes. As already noted, there
are various different properties of listemes, potentially including, depending on the
wider conception of the mental lexicon, semantic features, syntactic features, and
phonetic features. Possible candidates for emergence would therefore be any prop-
erty of a higher-level that cannot be reduced to some such property of a listeme, or
to the interaction of such properties of a listeme.

So understood, there might be various candidates for emergence in linguistics.
Are lower-level properties sufficient to fully characterize the nature of words as they
appear in ordinary language? Might it be the case that there are certain characteristics
that only arise when certain properties of listemes interact, but are unpredictable
from considering those features alone? Depending on the role within our theory of
syntactic processes, it is distinctly plausible that certain properties arise due to the
ways that listemes are affected by syntactic operations. The more properties we posit
listemes as having, the more that we can predict the behaviour of higher-level entities,
though (as I will return to below) positing additional properties purely to account for
otherwise unpredictable characteristics of higher-level entities may be ad hoc.

If we are considering if there is emergence in linguistics we should not focus solely
on features and listemes though. The discussion in this section was only intended to
sketch a broad picture of the ontology of language, and illustrate that there are levels
in our current linguistic theories. That is, that there are at least distinct levels where
we find distinct objects—Ilistemes, words, phrases, sentences, etc.—each of which
is ‘higher-level’ with respect to the entity preceding it in that list. Emergence, if it
exists in linguistics at all, may occur between any of these levels.

As it happens, the case that I want to focus the rest of this paper around is not
found at between the levels of features and listemes, but concerns a property of certain
phrases or sentences. But, that I focus on a property of phrases and sentences does
not rule out that there might be other cases of possible emergence. The example [ will
outline here is the same property that I discuss in Miller (2017)—the property of truth-
evaluability. I suspect that there are many other properties that are at least plausible
candidates from being emergent between the different levels found in linguistics, but
the discussion of other cases will have to be left for future work.

3 The Case for the Failure of Reduction

We might disagree about which entities can have the property of being true or false.
A list of what entities, linguistic and non-linguistic, can be true or false will depend
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significantly on the results of further disputes, but certain linguistic entities indis-
putably have the property of being true or false.® Sentences, for example, are linguistic
entities that can be true or false, as in (1):

(1) The apple is on the table.

There are of course cases where we do not know if a certain sentence is true
or false. For example, I may not know whether the sentence ‘There are exactly ten
coins in my pocket’ is true or not. Depending on our theory of truth, there might
be various ways that we can work out if a given sentence is true or false. If we
adopt a correspondence theory of truth, we might try to work out whether sentence
corresponds with the world in a suitable way. Other theories of truth will provide
other ways to determine whether a given sentence is true or false.

Some linguistic entities, though, cannot be true or false. Single words (with a
potential exception to be discussed below) cannot be true or false. For example, (2)
cannot, by itself be true or false. Nor can certain sub-sentential phrases, such as
determiner phrases as in (3), or verb phrases as in (4), nor can morphemes, whether
they are free as in (5), or bound as in (6).

(2) table

(3) atable

(4) kicked the ball
(5) town

(6) -ing

These examples illustrate the difference between truth, and truth-evaluability. I
am interested in the latter here: the property that results in (1) being truth-evaluable,
while (2)—(6) are not. That is, what makes it the case that we can ask whether (1)
is true or false, irrespective to what the answer to that question is, while we cannot
sensibly ask whether (2)—(6) are true or false. All of them are linguistic entities, thus
we need to understand why only some of them have this property.

Interestingly, truth-evaluability is a property of certain linguistic entities indepen-
dent of our view about how language connects with the world. What I mean by this
is that supporters of all theories of truth should accept that (1) can be true or false,
while (2)-(6) cannot be. This suggests strongly that truth-evaluability is a property
that is internal to the object. By ‘internal’ I mean that it is a property of the linguistic
entity, and not a result of some relation that the linguistic entity stands in to some
further entities (including the world). Certain linguistic entities, such as (1), are truth-
evaluable, independent of whether they are true or false, and those entities have this
property independent of any further relations that we might posit as holding between

6 For example, can pictures be true? Propositions are normally accepted as being able to be true or
false, but propositions are not normally taken to be linguistic entities. These further issues about
what other objects can have the property of being true or false will not be important here; I am only
focusing instead on entities that are clearly linguistic, such as sentences.
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linguistic entities and the world.” This hopefully suffices to get an initial grasp on
the property I am considering.

What further can we say about the property? First, the examples in (1)—(6) also
suggest that truth-evaluability is a higher-level property. This is because the only
linguistic entity that has the property of is a sentence, and none of the lower-level
entities can possess the property. This is important as it is a requirement for a possible
case of emergence that the putative emergent property is higher-level. We have noted
this above—if emergent properties exist, then they need to be higher-level proper-
ties that are dependent on, but distinct from lower-level properties. (1)—(6) show,
minimally, that truth-evaluability is a higher-level property in that it is instantiated
by (relatively) higher-level linguistic entities (i.e. sentences), and not lower-level
entities (such as words, phrases, or morphemes).

Interestingly, being a sentence is only a necessary condition on being truth-
evaluable, not a sufficient condition as shown by (7) and (8).

(7) What is on the table?
(8)  Put the apple on the table!

Both (7) and (8) are well-formed grammatical sentences, unlike (2)-(6), and
yet neither can be coherently thought of as true or false. This suggests that truth-
evaluability requires a particular form of structural complexity (see Hinzen, 2009,
2013, 2014), and not merely a well-formed sentence.

Semantic content is also not relevant to truth-evaluability, as shown by certain
nonsense sentences that are still truth-evaluable. For example, (9) is truth-evaluable.
We may not know whether it is true or false, or we might think that the lack of
meaning for the terms mean that we can never know whether it is true of false. But
the requisite structural complexity is present for (9) to be truth-evaluable.

(9) All mimsy were the borogoves.

Summarising, the above examples show that truth-evaluability is a property only
possessed by certain higher-level linguistic entities, such as sentences.® However,
not just any sentence is truth-evaluable, and whether a sentence is truth-evaluable is
independent of the coherence of the semantic content expressed by the sentence. We
might think (9) is ultimately meaningless, but it still possesses the property of being
truth-evaluable,® unlike (7) and (8), neither of which are truth-evaluable.

7 There is a similar notion of ‘truth-aptness’ discussed by some philosophers. Truth-aptness has
often been invoked to make claims about what linguistic structures aim to express facts about the
world, for example in the context of non-cognitivist ethics (see Jackson, Oppy and Smith 1994). I
am not interested in the relation between language and the world in this paper, only in the internal
property of certain linguistic structures to be evaluated for truth, hence I will use the more neutral
notion of truth-evaluability to avoid any confusion with other debates.

8 Or matrix clauses more precisely.

9 Note, the meaningless of (9) might lead some to think that it has no truth value if we hold that
meaningless sentences necessarily have no truth value. However, there is a difference between an
entity lacking a truth-value and being truth-evaluable. I contend that (9) possesses the latter property,
irrespective of our views about whether it is true, false, or has a gappy truth-value.
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Given that truth-evaluability is a higher-level property, is it a possible case of
emergence? One prima facie way to argue that it is emergent would require showing
the failure of reductionism with respect to truth-evaluability. To do that, there are two
considerations that need to be made. First, does the property ever get instantiated at
the lower-level? And, second, is the property plausibly structural? If the answer to
either of these questions is yes, then there would seem to be no case for emergence
(of any sort). In what remains of this section, I will argue that the answer to both
questions is no.

First, is truth-evaluability instantiated by lower-level entities? From the above
cases, we have seen already support for the claim that the property is not instantiated at
the lower-level as single words, isolated phrases, and morphemes (bound or unbound)
are incapable of instantiating the property. Putting this another way, (2)—(6) are
evidence that no lower-level linguistic entity can be truth-evaluable. The property
only can be instantiated by (relatively) higher-level entities, such as sentences.

Above, I mentioned in passing a possible counter-example to this. The possible
counter-examples are certain single words that may on first glance appear to be truth-
evaluable. For example, say that one person asks another what the weather outside
is like, and the response given is ‘Sunny’. In this case, we would appear to have a
single word that is truth-evaluable as it is possible to evaluate the response (‘Sunny’)
to determine whether it is true or false. Thus, we would appear to have single words
that can be truth-evaluable, contra my claim that only higher-level linguistic entities
can instantiate the property.

However, as I argued in previous work (Miller, 2017: 119), such cases are
misleading. This is because the full linguistic analysis of such single word responses
would involve positing anaphoric structure in the response inherited from the ques-
tion. Thus, the linguistic analysis of the response ‘Sunny’ would hold that the
response had the underlying structure present in (10), which, in English, does not
need to be morphologically expressed.

(10) Itis sunny outside.

(10), though, clearly is a sentence, and hence is a higher-level entity. That English
(and other languages) does not require elements to be spoken does not rule out that
such structures are still operating, supporting the claim that truth-evaluability can
only be instantiated by higher-level linguistic entities.

What about the property being structural? By structural, I mean properties that
arise due to the nature of lower-level entities, even when those lower-level entities do
not possess those structural properties themselves. For example, my table is rectan-
gular. However, at an atomic level, its parts likely do not instantiate the property of
‘being rectangular’. Analogous cases come from the weights of composite objects.
No particle instantiates the property of being 10 kg, but the object that the parti-
cles compose may instantiate that property. Such cases are widely accepted as not
being cases of emergence. The reason is that such properties are ‘additive’ in nature
(McLaughlin, 1992:89). While the higher-level entity does appear to have a novel
property, that novelty can be explained by considering the combined effects of the
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lower-level properties—e.g. all of the weights of the particles combined that together
weigh 10 kg.

Is truth-evaluability structural in this sense? Again, the answer is no.'” The
evidence for this comes from the fact that the same structure has different prop-
erties depending on whether it is a matrix clause, or whether it is embedded within
some further structure. To see this, consider the examples, borrowed from Miller
(2017: 123).

(11)  Caesar destroyed Syracuse.
(12) Mary believes that [Caesar destroyed Syracuse].

(11) is clearly truth-evaluable, and so is (12). But, this case is important as it is
one where we have the same structure appearing once as a matrix clause, and again
embedded within a more complex structure. Language is an ordered and structured
entity, and that ordering and structure is governed by various rules studied by linguis-
tics. Given this, it is reasonable to suppose that the structure instantiated in (11) and
the structure instantiated in the embedded clause of (12) is identical. But, unlike in
(11), that same structure when it appears in (12), is not a truth-functional ingredient
within that larger structure.

This suggests that truth-evaluability is not a structural property. If it were, then the
same structure should be truth-evaluable whenever it exists, but in (11) and (12) we
have a case where that is not true. This is of course not to deny that (12) as a whole
is truth-evaluable. It absolutely is. It is only the claim that the structure that appears
in (11) is identical to the structure that appears in the embedded clause in (12), and
as it is truth-evaluable in one but not the other, that is at least initial evidence that
truth-evaluability cannot be a structural property akin to shape or weight.

These arguments suggest that reductionism fails in the case of truth-evaluability.
In Miller (2017) I argued that this gave us some reason to hold that truth-evaluability
is a strongly emergent property. That is, I argued that this failure of reduction suggests
that the property is a metaphysically novel and irreducible property instantiated at the
higher-level. In the following section, I weaken this conclusion somewhat, and instead
argue that the evidence is also compatible with the conclusion that truth-evaluability
is weakly emergent, in the sense outline in section one.

4 Truth-Evaluability as Weak Emergent

I think that the above arguments are sufficient for us to reject any simplistic reduc-
tionist view. What I mean by this is that I think the above shows that it is unlikely
that we will simply ‘find’ (or are justified in positing) a property at the lower-level
that accounts for, or explains, the property of truth-evaluability as it appears at the
higher-level. In Miller (2017) I argued that this failure of reduction was evidence

10 The case against truth-evaluability as a structural property is more complex than I can summarise
within the word limit here. For the full argument, see Miller 2017: 122-132.
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for strong emergence in linguistics. In this section, I will instead sketch a view
under which truth-evaluability is weakly emergent, contra the claims I made previ-
ously that the only alternative considering the failure of reductionism was positing
strongly emergent properties.

In section one, weak emergence was characterised as being cases where entities
“fail to be predictable, derivable, explainable or characterizable in terms of the “more
basic” entities and properties out of which the emergents arise’ (Bishop & Silberstein,
2019: 154). Could truth-evaluability be weakly emergent? I think the answer is yes
(or, at least, possibly yes). To see this, consider one further route of response for the
reductionist: to argue that there is a property instantiated by listemes that accounts for
truth-evaluability. That is, the reductionist could argue that in addition to semantic,
formal, phonetic, and other sorts of features/properties that we might posit as being
instantiated by listemes, there is also a ‘truth-evaluability’ property. This would
then be a property instantiated at the lower-level, undermining any need to posit
emergence.

It is worth pausing to distinguish this possible response from that of whether
truth-evaluability is a structural property. In the structural case, the idea is that the
property is one that comes into existence in line with certain structural complexity.
Such structural properties would not therefore be a property of a listeme. They could
only be a property of certain structures. This is distinct from the claim that there
might be a property of truth-evaluability instantiated by listemes in that this claim
instead posits that truth-evaluability is there all along. The idea being considered is
that truth-evaluability is a property of certain listemes, but one that does not manifest
its causal powers unless in the presence of other properties.

In Miller (2017), I argued that there was a problem with this reductionist response
in that such a posit would appear to be ad hoc. There, I argued that the only reason that
we would posit a lower-level property that accounts for truth-evaluability is because
we want to avoid positing a strongly emergent property. After all, what other reason
could there be? The above examples suggested that there is no independent evidence
of truth-evaluability as a property of lower-level entities, so the only reason that we
might insist that there really is some relevant lower-level property would be because
we do not want to posit strongly emergent properties.

On reflection, I think this argument is perhaps a bit too quick. Certainly it is the
case that given the evidence about single words not being truth-evaluable, any truth-
evaluability property posited as being instantiated by listemes certainly cannot be
exactly like other properties instantiated by listemes. Rather this property would need
to be one that only bestows on the linguistic entity that contains it a property once there
is some complexity present. What this means is that it would be a property such that
itis only in the presence of some other feature or some complex set of features that its
existence becomes apparent. The idea that there are certain properties of objects that
only bestow causal powers on objects in the presence of other properties, either of the
same object or distinct objects, is not new. There are many properties that only reveal
themselves in the presence of other properties, or indeed in the absence of certain
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other properties.!! There even seem to be other properties like this in language.
Certain formal (or grammatical) properties that are (not indisputably) taken to be
present in listemes for example. It is clear that many grammatical structures are only
possible given the presence of multiple words, and complex relations between those
words, so any formal properties of listemes can only become apparent once listemes
interact or stand in certain relations to each other. It might be argued that the property
that gives rise to truth-evaluability is similar.

Another way to consider this is to imagine that we had knowledge of only of the
listemes within a language. That is, imagine that we only had knowledge of the lower-
level entities, and had no way to investigate higher-level entities directly. Despite this
limitation, in such a situation, we would know quite a lot about the language. For
example, we would know (much of the) semantic information, as it is generally
agreed that listemes contain semantic features/properties that introduce semantic
information into the language faculty. If Chomsky is right, listemes also contain
‘formal’ features, such that the elements of the mental lexicon are pre-ordered into
syntactic categories. Knowing about such properties would mean that we could derive
solely from our knowledge of listemes some awareness of the syntactic properties
of more complex entities. Knowing solely about the listemes of a language would
therefore result in us knowing quite a lot about how language works and is structured.
However, it is plausible that there are limits to that knowledge in that there might be
properties of the higher-level linguistic entities that cannot be predicted or derived
from knowledge of the lower-level entities. If there are properties of language like
this, then these would be weakly emergent properties under the characterisation
provided above.

Could truth-evaluability be a property like this? Prima facie, the answer seems
to be yes. Truth-evaluability, as already noted, cannot be derived or predicted from
the properties of lower-level objects, but can be easily recognised once we consider
the higher-level objects directly. Truth-evaluability fails to be predictable, derivable,
explainable or characterizable in terms of the ‘more basic’ entities and properties
out of which the property arises. The listemes that are part of the mental lexicon are
the ‘more basic’ entities that properties like truth-evaluability arise from, and yet
complete knowledge of those elements alone would not result in knowledge about
which linguistic entities were truth-evaluable. Truth-evaluability is a highly plausible
candidate for being weakly emergent.

‘What does this mean for reductionism? As discussed in section one, weak emer-
gence of the sort that I have used here is compatible with a certain form of ontological
reduction. This is because weak emergence is significantly epistemic, and requires
only that we can know about the higher-level properties only through first recog-
nising their existence at the higher level. We have seen that this could be the case
for truth-evaluability. We can only identify the property at the higher-level—i.e.,
that of sentences (or at least matrix clauses). If the reductionist wants to maintain

1 For example, the property of a match to light on fire cannot be manifested if the match is
underwater. The presence of the water, given the properties of the water, restrict the match’s ability
to light.
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their opposition to positing truth-evaluability as strongly emergent, then accepting
that the property is weakly emergent is a viable alternative. Certainly this would
not be the same as simply reducing the property, but it would not carry with it the
same sorts of ontological consequences that the reductionist objects to when we posit
strongly emergent properties. Truth-evaluability would not be a wholly novel prop-
erty, existing in addition to the properties posited at the lower-level. Rather, it would
be a property that is grounded in the lower-level properties from which it arises, but
cannot be predicted from an observation of those lower-level properties in isolation.
If this suffices for ontological reduction as some have maintain (e.g. Butterfield,
2011), then the potential for an ontological reduction of truth-evaluability relies on
accepting the weak emergence of truth-evaluability.

To summarise the main points of this section. In Miller (2017) I argued that the only
alternative to reduction was strong emergence. Given the argued failure of reduction,
I therefore concluded that truth-evaluability must be strongly emergent. This section
has sketched an alternative. If we instead start with the idea that emergence should
be understood in a weak way, we can avoid the conclusions I drew in that prior
work. Under this approach, truth-evaluability is a weakly emergent property in that
it is a property that fails to be predictable or derivable by considering the nature of
the lower-level linguistic entities in isolation. The main benefit of this view is that
it is (at least potentially) compatible with ontological reduction. Therefore, if I am
right, those that want to uphold a form of ontological reduction about language can
do so just so long as they also allow that in linguistics there are weakly emergent
properties.

5 Weak Emergence and Linguistics

Emergence is a topic of great interest in many sciences, but there is little written
about emergence specifically in the context of linguistics. Perhaps this is because
weak emergence is often taken to be so prevalent. Still, even those things that seem
to be obvious need to be argued for eventually, so here I have tried to sketch the
view. I have suggested that simplistic reductionism does not work in the case of
truth-evaluability, and that taking the property to be weakly emergent at least allows
us to avoid strong emergence in this case.

Answering the further question in the title of this chapter—of how far linguistics
‘needs’ emergence—will depend on how many higher-level properties that are part
of the subject matter of linguistic study can (or must) be analysed in a similar way.
There are a lot of higher-level properties in language. Properties that can only be
rightly attributed to words, phrases, or sentences. There may even properties that can
only be attributed to paragraphs and chapters. To give just one further example of
a higher-level property of language, consider the property of ‘(un)grammaticality’.
This property is central to a lot of linguistic theorising. Many linguistic theories
begin with a consideration of the (un)grammaticality of certain linguistic entities,
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primarily again higher-level entities such as sentences. One aim of linguistics is to
explain that (un)grammaticality in a rigorous and systematic way.

It is likely that any analysis of the property of (un)grammaticality will turn out
to be very complex, and it is certain that it is a multiply realisable property—there
are multiple different structures that can instantiate the property of ‘being grammat-
ical’. But, investigating the underlying lower-level arrangements that give rise to
(un)grammaticality relies on a prior recognition of the property at the higher-level.
As we have seen, at least on some understandings, this is would be in line with taking
the property of (un)grammaticality as being weakly emergent. If such a central prop-
erty to linguistics is weakly emergent then there is a real sense in which positing
weak emergence is required to engage in rigorous and systematic linguistic research.
This lends itself to a (tentative conclusion) that weak emergence may be expected to
be found in many more cases than just truth-evaluability.

This (tentative) conclusion might not be surprising. Much of the data of linguistics
comes from the observation, analysis, and investigation of linguistic entities like
words, phrases, and sentences, and, as we saw in section two, these are higher-level
entities. This focus on macro linguistic entities arises because the central aim of
linguistics is to understand the nature of language which is used (and understood)
by humans at that higher-level—at the level of words, phrases, and sentences. It is
widely agreed that speakers do not have access to their own listemes in anything
like a conscious way. We experience language constantly in our lives, but the vast
majority of that experience (including of our own language use) is experience of
higher-level entities like words, phrases, and sentences. This paper has only directly
argued that truth-evaluability is weakly emergent. The next question in this regard is
‘how unique is truth-evaluability?’. Given the large number of higher-level linguistic
properties and objects, it seems somewhat plausible that the answer to that question
is ‘not very’.
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Contextual Meaning and Theory )
Dependence e

Erich H. Rast

1 Introduction

Natural language elicits many forms of context dependence. Many of them are overt.
For example, indexicals depend on the deictic center I-here-now. However, there are
more subtle forms of context dependence in natural language that are less regulated
by meaning rules and more pragmatic. Roughly speaking, hearers arrive at an inter-
pretation of what the speaker said based on what they believe the speaker assumes
in the context of a conversation. I argue in this article that this interpretation process
requires speakers to be able to track other speakers’ theories, and that epistemic
agents generally must have the ability to consider and compartmentalize theories
without necessarily endorsing them.

In Sect. 2, a brief overview of select phenomena of linguistic context dependence
is provided and it is argued that these are overall tractable by understanding interpre-
tation in a context as an inference from often truth-conditionally incomplete to more
specific semantic representations. However, there is a more profound and philosoph-
ically more challenging context dependence that can be described as a dependence
of concepts and lexical meaning on theories. This is laid out in Sect.3, in which
several problems are discussed that result from the interdependence between lexical
meaning and theories. I argue in Sect. 4 that these problems can be solved by reject-
ing global meaning holism in favor of local meaning holism and by acknowledging
rational epistemic agents’ ability to compartmentalize and keep track of theories.

2 Semantic Contextualism: a Brief Overview

This section provides a brief overview of linguistic context dependence. Much of the
modeling of context dependence in the philosophy of language and epistemology is
based on Kaplan (1989)’s Logic of Demonstratives, which lead to different versions of
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‘two-dimensional’ semantics (Chalmers, 2006) and corresponding forms of alethic
contextualism and relativism. These approaches are the topic of the next section.
Section 2.2 addresses their shortcomings and promotes the alternative view that many
forms of linguistic context dependence are better described as an inference from
potentially truth-functionally incomplete to more specific semantic contents instead
of using parameterized modal logics.

2.1 Parameterized Contexts

Indexicals and demonstratives are typical overtly context-sensitive expressions. The
reference of indexicals like here, I, and now depends on features of the utterance
context. Their linguistic meaning partly mandates the resolution of this context
dependence. For example, under normal circumstances, / refers to the speaker of
the utterance, now to the time of the utterance, and here to the place of utterance.
Such arule ‘picks out’ the respective referent in a given context of utterance, thereby
resolving the context dependence semantically. The result of this enrichment process
is a proposition that is true or false in the given circumstances of evaluation. Absolute
tenses are also often used indexically. To fully understand a use of the present tense
a hearer may have to know the time of utterance, for instance.!

Understanding utterances with indexicals comes to a degree because the corre-
sponding contextually-provided referents may be determined more or less precisely.
In a sense, a hearer understands an utterance of Yesterday, Bob had an accident
without knowing what day of the month or week it is; the accident happened the
day before whatever day is now. However, this minimal understanding may turn out
to be insufficient for a given communicative task. For example, when filling out an
insurance form, merely knowing that something happened the day before the day
on which the utterance took place might not suffice because a calendrical date is
expected. A more precise understanding of the utterance could be paraphrased as
Bob had an accident on Friday, the 13th of November 2020.%

Every indexical allows for such grades of understanding. Sometimes when inter-
preting a use of / it may suffice to know that someone spoke, whoever that may have
been; in other cases, the hearer must spatiotemporally locate the speaker before they
can rightfully be said to have understood the utterance as a whole. However, the ref-
erence to the deictic center acts as a hard constraint in any of those cases. The deictic
center usually consists of the speaker, the time of utterance, the actual world, and the
place of utterance. It can be shifted in some languages in indirect speech reports and
for certain expressions like local, around, and medical uses of right and left.3 The

! There are also non-indexical uses of absolute tenses, such as the use of the English present tense
in a generic like Cats are mammals.

2¢ft. Perry (2001) on incremental truth-conditions.

3 See Schlenker (2000, 2003) on shifting first person pronouns, and, more generally, Fillmore
(1997), Lyons (1977, p. 579), Levinson (1983, p. 64).
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hearer, and sometimes even the speaker, can be wrong about this reference, and in
that case, they fail to grasp the semantic content of the utterance. This dependence on
a fact about the world that is independent of the speaker’s intentions is characteristic
of indexicals. Other context-dependent expressions need not involve a deictic center
in this way.

In early approaches to indexicals such as Reichenbach (1947), Burks (1949), and
Bar-Hillel (1954) a crucial question was whether these could be eliminated from a
language that would serve as a foundation for all science. Bar Hillel argued that even
though sentences containing indexicals can be substituted with sentences containing
no indexicals, the reference to a conventionally fixed origin of a coordinate system
cannot be eliminated. In tense logic, Prior (1957, 1967, 2003) famously argued
that the logic of becoming and going expressed by operator-based tense logic could
not be replaced without significant loss of expressivity by statements that quantify
over points in time or time intervals directly and thereby lead to eternally true or
false propositions. His arguments for this view were metaphysical and partly hinged
on a specific interpretation of McTaggart’s Paradox (McTaggart, 1908). In the Phi-
losophy of Language the irreducibility of the basic indexicals I, here, and now was
brought up by Castafieda (1967, 1989a,b) and Perry (1977, 1979, 1998a,b), and has
been discussed in numerous follow-up publications. In this debate, the key question
was whether thoughts, corresponding truth-functionally complete propositions, and
broadly-conceived epistemic states that would ordinarily be expressed using indexi-
cals like now and I, could be expressed by expressions only containing third person
referential terms such as proper names and definite descriptions. There is a certain
consensus in the literature that at least now and I are irreducible in cognition in terms
of their expressive power for explaining behavior, which lead to various theories of
de se belief attributions that take into account the ‘essential indexicality’ of these
indexicals.*

A more recent debate started with Recanati (2004b) versus Cappelen and Lepore
(2004). It addresses the more general question about linguistic context dependence’s
pervasiveness and what this means for literal meaning. Much of this discussion
concerns the extent to which double-index modal logics can adequately represent
linguistic context sensitivity. As part of the philosopher’s toolbox, based on Kaplan
(1989) and Lewis (1980), various modal logics and their interpretations are used
in which contexts and circumstances of evaluation (CEs) are reified as parameters
relative to which truth-in-a-model is determined. In Kaplan’s two-layered account,
for instance, the linguistic meaning (the character) of an expression is a function that
in a context yields an intension (the semantic content), which is, in turn, a function
that in given circumstances of evaluation yields an extension. Based on such modal
logics with contexts and CEs, various contextualist and relativist positions have been
developed and contrasted with Cappelen and Lepore’s semantic invariantism on the
one hand and Recanati’s more radical contextualism on the other hand.

4 See, for instance, Kaplan (1989), Lewis (1979b), Cresswell and von Stechow (1982), von Stechow
(1984).
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Going into the details of this complex debate would go beyond the scope of
this contribution. Only a brief summary can be given. According to invariantism,
simple clauses are not context-dependent except for the obvious and overt context
dependence of indexicals. Cappelen and Lepore (2005) even go so far as to claim
that a giraffe can be tall simpliciter. Others such as Recanati (2006) and MacFarlane
(2007) found such an approach unsatisfactory. According to the radical contextualism
of Recanati (2004a), the literal meaning on which such invariantist positions are based
is an ‘idle wheel’; instead, according to Recanati pragmatic modulation functions
may change linguistic meaning on the fly during semantopragmatic construction of
sentence-level content.

In contrast to this, indexicalists like Stanley (2004, 2005) model context-dependent
expressions with open argument places bound either by semantic or by pragmatic
processes. This use of open argument places makes their accounts slightly different
from two-dimensional moderate contextualists who continue to use double-index
modal logics to model a richer set of contextual variances than those elicited by
overt indexicals. In the approaches based on modal logics with multiple parameters,
these parameters are enriched with whatever additional ingredients are needed to get
the semantics of context-sensitive expressions right that do not overtly depend on
the deictic center. Usually, they are modeled as n-tupels containing all the needed
ingredients.’

Broadly speaking, two-dimensional accounts come in three different varieties.
According to classical contextualism, in a Kaplan-style two-layered modal logic
the semantic content of the expression is fixed by some mechanism that takes into
account features of the context parameter. If a context-sensitive expression is mod-
eled in this way, then varying contexts will yield different semantic contents. This is
the classical model of indexicals. In contrast to this, according to the nonindexical
contextualism of MacFarlane (2009) the extension of an expression may depend on
the context although the semantic content remains context-invariant. This means that
the semantic content—i.e., the proposition expressed by the sentence in a context—is
itself context-sensitive. Finally, according to full-fledged alethic relativism in a two-
dimensional framework, the semantic content may yield different extensions not
depending on the context but depending on non-traditional features of the circum-
stances of evaluation. Tense operators and modalities work in that way in traditional
double-index modal logics because these operators implicitly quantify over time and
possible worlds. In the debate between contextualists such as de Sa (2008, 2009)
and relativists like MacFarlane (2008, 2012, 2014), relativists have argued that many
more expressions may be truth-relative in this sense.

Within this discussion, some authors suggested that certain predicates of per-
sonal taste give rise to faultless disagreement between speakers that only a relativist
semantics can adequately represent. In such a theory, the extension associated with

3 Cresswell (1996) argues that modal logics with finitely many parameters are not expressive enough
to deal with the indexical context dependence of arbitrarily long sentences. Instead, full quantifica-
tion over reified contexts is needed. This argument has largely been ignored by the philosophy of
language community.
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a semantic content in given circumstances of evaluation is not just relative to times
and possible worlds, but also relative to very nontraditional constituents of circum-
stances of evaluation parameters such as persons. For example, Lasersohn (2005)
argues that the predicate fun is sensitive to an assessor (or, judge, in his parlance) in
given circumstances of evaluation. Regardless of who is the speaker of an utterance,
in this assessor-relativism an utterance of Roller coasters are fun may be true relative
to one and false relative to another assessor. Consequently, two people may disagree
about an utterance containing such an expression without one being at fault. They
may both be right even when they seemingly contradict each other and one of them
negates the other’s statement. Relative to one assessor the semantic content of the
proposition may be true and relative to another assessor the semantic content of its
negation may be true. To do justice to this position, it is worth noting that each of
the assessors may still be mistaken in such an approach. For example, an assessor
might erroneously believe that roller coasters are fun (relative to her); actually riding
a roller coaster would make her realize that she was wrong right from the start.

The differences between parameter-based traditional contextualism, nonindexical
contextualism, and relativism primarily hinge on the role given to semantic content in
theorizing. The idea behind relativist faultless disagreement is that two assessors who
disagree faultlessly disagree about the same semantic content of an utterance. The
relativist argues against the contextualist that two interlocutors would disagree about
two different contents according to the contextualist two-dimensional semantics. If
the assessor in one context is John and the assessor in another one is Mary, then under
a contextualist semantics the content of Mary’s beliefs would be the proposition
that roller coasters are fun for Mary, and the content of John’s beliefs would be
the proposition that roller coasters are fun for John. According to the relativist, this
cannot count as disagreement because the contents of their beliefs remain compatible
with each other. This relativist standard objection to contextualism will play a role
in the second part of this article and should be kept in mind.

However, if the peculiar notion of semantic content is not available because the
model is not two-layered, if attitudes are modeled in another way, if incompatible con-
tents are not taken as a necessary condition for disagreement, or if the disagreement
is modeled on the basis of other content—such as content expressed by pragmatic
presuppositions or any other pragmatically derived, non-literal speech act content—
then the differences between parameter-based contextualism and relativism become
less critical. Both theories have in common that they model contextual variance in a
truth-conditional setting. If a context dependence is linguistically mandated like in
the case of the truth-conditions expressed by the use of an indexical, then to some
extent these parameterized approaches to context dependence model the contextual
resolution process. For example, for yesterday the linguistically mandated reference
rule is the day before the day of the utterance. It generally picks out the right ref-
erent and can be formalized in a double-index modal logic in which the date of the
utterance is stored in the context parameter (provided that date calculations are avail-
able). Likewise, a relativist semantics for predicates like being fun and tasty states
that utterances containing these expressions are true or false relative to an assessor
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and the suggested interpretation of the semantic apparatus is that respective assessors
may differ from the speaker of the utterance.

2.2 Semantic Underdetermination and Interpretation
as Inference

Although it is adequate for indexicals at a high level of abstraction, modeling other
context-sensitive expressions as if they were indexicals can be misleading and inade-
quate. Many forms of linguistic context dependence are pragmatic, and sentence-level
content is often semantically underdetermined. For example, there is no linguistic
rule in the meaning of ready that determines what a person is ready for. The hearer
must figure out what the speaker means by an utterance of (1) He’s ready. Dubbed
‘contextuals’ by Rast (2014), such expressions require some additional interpreta-
tion; in the case of ready, there is a syntactically optional complement clause that is
not optional from the perspective of sentence-level semantics. This is similar to cases
such as fo buy which also has syntactically optional argument places for a seller and
a price, but from a semantic perspective requires these ingredients to differentiate
it from other transfer verbs like to obtain, to pay, and to borrow.® Other expres-
sions suggest a default interpretation, sometimes very strongly, but neither require
it semantically nor syntactically. For instance, (2) John had breakfast can be meant
to convey that John has had breakfast for the first time in his life, but by default it is
taken to express the proposition that John had breakfast at the day of the utterance of
(2). Indexicals are also often contextual in this sense in addition to their dependence
on the deictic center. For instance, the place denoted by a use of here can only be
determined on the basis of what has been said so far and assumptions about what the
speaker wants to convey, as the place denoted by a use of here only needs to contain
the deictic center as a mereological part and may otherwise be almost arbitrarily
small or large. Depending on what has been said so far and the speaker’s intentions,
a use of here may be intended to convey locations such as here in this box (where
the speaker is crouching), here in this room, here in this building, here in this city,
here in this country, here on this continent, here on this planet, and here in this part
of the Milky Way.

Essentially three approaches have been proposed to deal with these forms of
partly conventionalized, yet ultimately pragmatic context dependence. According
to Bach (2005), utterances often express only propositional radicals by virtue of
conventionalized meaning provided by a shared lexicon. What the speaker meant
needs to be inferred from these truth-conditionally incomplete representations by
a Gricean interpretation process. Rast (2014) suggests a variation of this approach
that models the missing contextual factors as open argument places over which
one may existentially quantify to obtain a minimal form of content. For example,
the ‘existential completion’ of (1) is John is ready for something. Based on such

6 See Jackendoff (1987, p- 381/2), Jackendoff (1990, pp. 189-194).
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representations, abductive inference may yield more specific content such as John is
ready to call a cab. This inference is derived from what has been said so far, from
the topic of the conversation and question under discussion, from the interpreter’s
assumptions about what the speaker believes, and from general common-sense world
knowledge. While the mechanisms laid out by Rast (2010, 2014) are very limited,
the approach in general is based on the idea of considering interpretation as an
inference to the best explanation (IBE). Relevance theory of Sperber and Wilson
(1986, 2004) is a third, psychologically motivated approach to interpretation. It is
based on bounded rationality. Hearers draw inferences about what the speaker wants
to convey but this process competes with economy constraints. As long as logical and
set-theoretic representations of semantic content are used, these three approaches can
be linked up with the modeling of pragmatic context, common ground, and linguistic
score-keeping at discourse level such as Stalnaker (1978), Lewis (1979a), Barwise
and Perry (1983), Stokhof and Groenendijk (1991), Kamp and Reyle (1993), Asher
and Lascarides (2003), and Ginzburg (2012).

The key to making any of these approaches fruitful is to represent semantic under-
determination of conventionalized meaning in a way that allows the interpreter to
infer what the speaker meant based on existing beliefs about the speaker, what has
been said so far, the common ground, general world knowledge, and knowledge about
the particular communication situation. The approaches primarily differ in the extent
to which they are motivated from empirical psychology. Relevance theory strives
for empirical adequacy, whereas the Gricean model describes ideal communication
situations and ideal interpretation. The IBE approach’s degree of idealization lies
in-between. It is based on broadly-conceived logical inference mechanisms from
graded belief representations of common-sense ontologies and situational knowl-
edge. All three approaches can be adopted for varying assumptions about the degree
of conventionalization of meaning in a shared lexicon.

However, existential completions and Bach’s propositional skeletons have to rely
on mechanisms that allow for a finite number of existing argument slots to be ‘filled
in’ by the interpretation process. Radical contextualists like Recanati (2004a) do not
believe that such mechanisms suffice in general to adequately describe linguistic
context dependence because they might not capture creative and poetic language
use. Moderate contextualists in turn consider radical contextualism too general and
unconstrained since pragmatic modulation functions can, in theory, turn any mean-
ing into another meaning during semantic composition. The position of moderate
contextualism is that the number of conventionalized contextual factors—those that
are marked in a shared lexicon by semantic argument structures of words—may be
large and require a decent amount of sophisticated semantic analysis, yet their num-
ber is ultimately finite. Likewise, it is stipulated that the number of rule-governed,
broadly-conceived linguistically regulated pragmatic interpretation patterns is also
finite.

Speakers and interpreters may occasionally allow contextual shortcuts whose
understanding requires general intelligence instead of fixed, rule-based mechanisms.
For example, a polite speaker of Japanese may leave out almost any part of speech.
Understanding such an utterance and the meaning of not verbalizing part of the
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speech requires more than just linguistic skills and knowledge, and it is doubtful
whether an inference to the best explanation mechanism could adequately explain
such cases in sufficient detail in a rule-based manner. However, the existence of such
phenomena does not speak against moderate contextualism in the same sense as
not understanding someone’s explanation of a mathematical problem does not speak
against semantics. Understanding an utterance often requires intelligent reasoning
that goes far beyond of a speaker’s linguistic competence and what can reasonably
be expected to be dissected by linguistic theorizing.

The problem of linguistic context dependence is thus principally solvable from the
perspective of moderate contextualism. The challenges are in the detail, such as how
to find an adequate semantic representation that allows for fruitful descriptions of
the inferences that take place when a hearer interprets an utterance, systematic ways
of cataloging a language’s context-dependent expressions, and how to describe and
model these inferences at a desired level of idealization. However, another potential
source of context dependence is neither modeled by parameterized modal logics nor
by the above mentioned inferential approaches: the possible dependence of mean-
ings and concepts on background theories, opinions, and world views. This context
dependence is the subject of the remainder of this article.

3 The Problems of Theory Dependence

Recently, there has been a renewed interest in philosophical aspects of discussions
about word meaning. Plunkett and Sundell (2013, 2019) and Plunkett (2015) have
argued that disputes are often implicitly about the meaning of words, the adequacy
of using words in context, and the appropriateness of contextual norms. If some such
disputes concern word meaning, then one may ask how speakers can understand each
other if they presume different word meanings from the start. If, in turn, two speakers
defend different theories about a particular topic and these theories characterize or
define the word under dispute in different ways, then this leads to various problems
of theory dependence. The topic has a long tradition in analytic philosophy. The role
that theory dependence plays for lexical meaning is crucial for assessing Moore’s
thesis of ‘good’ as a primitive and the Paradox of Analysis (Moore, 1903), as well as
for a later debate between Quine and Carnap about the internal/external distinction of
theories and the notion of analyticity in studies by Carnap (1950) and Quine (1960,
1951).

3.1 The Problems

In what follows, the word theory shall be understood in the broadest possible sense
as including all kinds of nonscientific beliefs, opinions, and world views in addition
to scientific theories, approaches, models, and hypotheses. Given that broad under-



Contextual Meaning and Theory Dependence 47

standing, the problems of theory dependence may be summarized as follows. Every
theory either directly defines the meanings of words mentioned in it or indirectly
characterizes the meanings of words used to formulate it by law-like statements in
which those words are used or mentioned. Therefore, a definitional account of the
meaning of a word central to a theory is directly or indirectly restricted by that theory.
So in the context of two different theories, the meanings of words that are central
to those theories are restricted in different ways, and, in the worst case, cannot even
mean the same because those theories define or indirectly characterize their meanings
in different ways.’

For example, if it follows from a physical theory that atoms can be split, then
an adequate characterization of the meaning of the word atom cannot attribute the
property of being indivisible to atoms. As another example, Arianism is the Christian
belief that Jesus (God the Son) is not co-eternal with God the Father. Someone
who believes this doctrine cannot at the same time believe in the trinity, that God
the Father, God the Son, and the Holy Spirit are of the same essence. The Arian
doctrine thus affects the possible theological characterizations of both Jesus and
God. Historically, the conflict between Arians and Trinitarians led to persecution
and violent clashes during the 4th Century AD, and ultimately the official church
position was to declare Arianism a heresy. As a third example, consider competing
theories of social institutions. According to Searle (1995, 2005), ““...an institution is
any system of constitutive rules of the form X counts as Y in C” (Searle, 2005, p. 10).
In contrast to this, Guala (2016) argues that institutions are systems of regulative rules
that lead to game-theoretic equilibria. According to Searle, this thesis is incompatible
with his definition because, in his account, constitutive rules cannot be reduced to
regulative rules. If Searle is right, then institution cannot mean the same in both
theories.

If the meaning of a central word differs from theory to theory, or at least possible
ways of understanding its meaning are restricted in different and sometimes mutually
incompatible manners, then two follow-up problems occur. First, it is no longer
clear how two competing theories can be about the same topic. For example, why
would a theory according to which atoms are indivisible be about what we nowadays
call atoms? Related to this, if two agents endorse two different theories A and B
and talk about a term central to those theories, then it is no longer clear how they
disagree. The problem is the same as in the relativist critique of contextualism. If two
interlocutor’s beliefs are such that a certain word has a different meaning, because
they endorse different explicit definitions of it or their beliefs characterize its meaning
in substantially different ways, then the semantic contents of their beliefs also differ.
So why do they not just talk at cross purposes?

Semantic externalists may reply to these worries that only defending a theory
or having opinions cannot directly influence public language meaning. According

7 Since the discussion in what follows mostly concerns lexical meaning, word is used for the
linguistic entities under consideration. These are usually nouns (general terms) in examples, but
for brevity word is also used in a looser sense as a shortcut for linguistic expressions in general.
This may include compound nouns, nouns with participial phrases, noninflected verb phrases, and
phraseologisms, for instance.
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to the most extreme form of externalism, there is no influence at all. The noun
atom stands for atoms. Whatever theory of atoms we build and whatever beliefs
we hold about atoms does not influence what atoms are. The problem with this
view is that it conflates word extension with meaning and consequently does not
explain meaning change at all. The meaning of atom could only change if atoms
change, yet it seems that this meaning has changed over the past centuries. A more
realistic form of externalism by Cappelen (2018) acknowledges that word meanings
change over time, but not fast and not in a way that is under our control. Instead,
meaning change is governed by hard to understand, long-term processes within a
large speaker community, based on slowly changing patterns of use. These changes
may be triggered by changing world views, theories and opinions of all kind that
come to be believed by larger groups of speakers, but not merely by discussions
between individual speakers.

This lack of direct control thesis is a valid point about public language meaning.
However, it does not touch the problem’s core. Surely, some sort of meanings are
discussed in an explicitly metalinguistic dispute in which words are mentioned. If
so, then at least some implicit metalinguistic disputes discussed by Plunkett and
Sundell (2013) also have to concern word meanings. After all, any such implicit
dispute could be turned into an explicit one at any time simply by mentioning the
disputed word instead of (seemingly) using it. Maybe the meanings in such disputes
are not meanings of public language expressions, and instead the underlying concepts
or the meanings of words of idiolects and sociolects change. For instance, Ludlow
(2014) argues with many examples that interlocutors adapt their ‘microlanguages’ to
each other in conversations. So even if one does not buy into the theory dependence
problem as a thesis about public language, the problem remains at the level of idiolects
and concept systems that differ between speakers, whether or not these coincide with
public language.

To illustrate this point, consider two early 19th Century physicists discussing and
disagreeing about two wave theories of light that are both derived from Augustin
Fresnel’s theory of luminiferous aether but differ in various details. Neither the
correctness of their theories nor the public language meaning of aether should have
a substantial bearing on the meanings they associate with the word in the context
of this discussion. It remains a problem to explain how they disagree about the
same topic and why they are not just talking at cross purposes, if they indirectly
characterize aether differently or even use different explicit definitions of aether.
Likewise, consider two ancient fishers discussing whales. Both agree that whales are
fish. One of them argues that they are the largest fish of the sea and being the largest
fish of the sea is the whale’s defining feature. The other one disagrees and claims
to have seen larger fish; he thinks that being a fish with a blowhole is the defining
feature of a whale. They have false beliefs about whales, some of which enter their
putative definitions, and so their concept systems cannot represent public language
meaning from the perspective of semantic externalism. Nevertheless, one might ask
how their disagreement can be spelled out in terms of these flawed concepts, given
that their conceptual systems differ with respect to the concepts they erroneously
associate with the word whale.
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3.2 Definitional Meaning Does Not Imply an Epistemic
Priority of Analyticity

A popular reply to the problems of theory dependence is to reject any definitional
account of word meaning. In further support of this position, one might first argue
based on externalist arguments by Kripke (1972), Putnam (1975), and Burge (1979)
that both public language meaning and thought contents are individuated externally
by facts of the shared environment. As a classical example, water denotes H,O
because it is a natural kind term whose meaning is fixed indexically by virtue of the
fact that water is mostly composed of H,O. Correspondingly, if someone thinks about
water, then the contents of that person’s thoughts are also individuated externally.
As Putnam’s Twin Earth example is supposed to show, thinking about water is not
the same as thinking about a colorless, odorless, transparent liquid, for instance.

As abonus, it appears as if such a form of externalism also fared well with Quine’s
arguments against analyticity. I will argue below that this is not the case but let us
consider the argument first. It seems to be very popular. In a definitional theory
of concepts or lexical meaning according to which concepts or word meanings are
characterized by the theories (in a broad sense) to which these are central, it seems
that law-like statements that are taken to be definitory for a word or concept (whether
in individual cognition or as a thesis about public language meaning) would make
certain statements analytically true that are not. For example, if the property of being
the smallest indivisible building blocks of nature with the characteristic properties
of chemical elements takes part of a definition of atom, then it seems that Afoms are
indivisible is analytically true. According to Quine (1951) such a notion of analyticity
isill-conceived and hinges on a notion of meaning, which, in turn, circularly presumes
analyticity.

Although this sort of externalism may be appropriate for specific words of a
public language in a truth-conditional setting, it comes with too many problems
as a general theory of lexical meaning. First, in practice, word meanings are not
always indirectly characterized but also sometimes defined explicitly. In that case,
the meaning of the word under consideration clearly depends on an underlying theory,
namely the one that simultaneously lends credibility and adequacy to the definition
and uses it. Moreover, there is a gradual scale between the indirect characterization
of word meaning and explicit definitions. Often a word is used in ways that amount
to defining without making the definition explicit. One may define what triangle
means more or less precisely, or one may understand it more intuitively based on
examples. It is hard to say where the supposed externalist individuation starts and
where it ends. Semantic externalists have mostly only provided convincing stories
for everyday nouns for empirical objects such as water, tiger, and pencil, and their
accounts remain mysterious for words like democracy, dark matter, triangle, and
institution.

Second, as mentioned above, the rationality of metalinguistic disputes becomes
questionable without a definitional approach to word meaning in idiolects (or, theo-
ries) and concepts. If these are externally individuated, then why and how could they
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be disputed? Notice that even though Plunkett and Sundell (2013) argue that metalin-
guistic disputes can be substantive, some of them are also not substantive. Suppose
John and Mary argue about what counts as a chair, and after a while, they agree
that stools with only one leg ought not be called chairs. If the meaning of chair was
externally individuated, then this whole discussion would be irrational and pointless.
However, although it may be pointless and not substantive, it is clearly rational and
concerns the question of which minimal number of legs has an adequately definitory
quality for chair.

We frequently dispute word meanings and propose various characterizing prop-
erties, which are derived from, and relative to, a supporting background theory. It
is hard to see how this practice could be based on a systematic error. This does not
mean that we should not embrace externalism, it means that we should embrace
externalism and the theory dependence of word meaning and concepts. The under-
lying theories are hopefully about reality and not just about figments of our mind.
Nevertheless, within each theory words may get their meaning relative to that theory
by indirect characterization or explicit definition.® Indexicalist externalism makes
sense for a limited number of natural kind terms because the underlying theories
are particularly well-confirmed. It does not scale to theories about more contentious
topics.

What about the analyticity objection, then? None of Quine’s points against ana-
Iyticity show in my opinion that there is something wrong with a definitional theory
of word meaning and concepts. The lesson to learn from Quine (1951) is rather
to be careful not to give epistemic priority to any allegedly analytic inference. For
even if we appear to arrive at certain conclusions solely by word meaning, this is
never the case. From the present point of view, there is no such thing as ‘the’ mean-
ing of a word. Words get their meanings relative to the theories in which they are
used. If such a theory is based on empirical evidence, then whatever we believe in
having derived solely on the basis of word meaning hinges on the adequacy and
merits of the theory and its supporting evidence. As a pragmatist naturalist, Quine
believed that any theory is revisable and needs to be judged on its scientific merits
(in proper scientific contexts). Even mathematics is revisable in that sense. From that
perspective, seemingly analytic judgments are theory-relative and revisable like any
other judgment. If, contrary to this, there was a non-theory dependent word meaning,
then analytic judgment could have some epistemic priority. However, according to
Quine, any such meaning would be a dubious stipulation and presume an equally
dubious notion of analyticity. We cannot attribute any epistemic priority to infer-
ences seemingly derived only on the basis of word meaning because according to the
Quine/Duhem Thesis the underlying theories are confirmed or falsified holistically.

From all of this it follows that it is possible to consistently deny the usefulness
of analyticity as an epistemic notion without giving up definitional word meaning

8 By mentioning indirect characterizations and explicit definitions in this way, I do not want to
presume that these are unique phenomena. There is not only a gradual transition between them,
they are also umbrella terms for many different, yet related practices such as stipulating meaning
postulates, operational definitions, definition as abbreviation, definition by example, definition by
systems of axioms, providing prototypical information, specification, abstraction, and so forth.
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and the thesis that theories characterize the meaning of words that play a central
role in them. We may even continue to speak of analytic judgments (although Quine
would not endorse this), as long as no special epistemic priority is given to them.
For example, it is perfectly fine to contemplate whether bachelor means unmarried
man or whether additional conditions need to be met, and it may even be true that
under the first definition every bachelor is an unmarried man and vice versa. Talk
like this is fine, as long as one keeps in mind that such considerations tell us nothing
about the adequacy of that definition and its underlying theory, about the existence
of bachelors and unmarried men, and about what other properties bachelors might
have. The truth of the analytic statement hinges on the confirmation or falsification
of the supporting theory.

If a complete rejection of explicit definitions and implicit characterizations of
meanings is implausible for idiolects and concept systems, and if the theory depen-
dence of word meaning and concepts remains compatible with Quine’s arguments
against analyticity, then the problems mentioned above cannot be ruled out that easily.
When are two theories about the same topic or concern the same central words? How
can two speakers advocating competing, mutually incompatible theories or world
views be said to disagree and talk about the same things?

4 Tackling the Problems

There are several ways to tackle the problem of topic equality of theories. First,
there are good reasons to assume we associate some minimal meanings with expres-
sions that are not necessarily truth-functionally complete and represent ‘everyday’,
common-sense word meanings. Rast (2017b, a) suggests the term core meaning for
these and contrasts them with noumenal meaning, which represents what a word
really means according to our current best understanding and theorizing. For instance,
even speakers in the past who were not in a position to know that water consists of
H,O associated with it the core meaning of being a transparent, drinkable liquid.
Likewise, we can recognize animals by the way they look under normal circum-
stances. The core meaning of whale is to look like a whale. So if two people disagree
about the noumenal meaning of a word, for example, whether whales should be
classified as fish or mammals, they may continue to talk about the same topic as
long as they sufficiently agree about the associated truth-conditionally incomplete
core meaning. Second, Rast (2020) lays out that words can also be associated with
measurement operations. Competing theories are about the same topic if associated
measurement operations (which may differ across agents and theories) roughly pick
out the same extension.” Third, unless a noun is further qualified and distinguished
from other uses, the same noun in two different theories A and B is supposed to
stand for the same kind of entities in both A and B. Certain words, usually nouns

9 Without emphasizing measurement operations, Cappelen (2018) also advocates such an exten-
sional notion of topic equality.



32 E. H. Rast

plus qualifying adjectives, act as fixed points around which varying theories are con-
structed. Choosing the same words for such alleged fixed points tells speakers that
two theories are supposed to be about the same kind of entities. This nominal topic
equality is a fallible stipulation, but supporting theories are fallible, too, and in a
sense also mere stipulations.

The most important mechanism is measurement because measuring roughly the
same kind of entities warrants topic continuity; the others do not warrant but rather
stipulate it. Taken together, these three mechanisms suffice to explain putative and
real topic continuity. However, having an account of topic equality does not solve
the problem of a potential drift of word meaning and concepts across speakers. How
do we understand each other, if our background theories, opinions, and world views
differ from each other and influence lexical meaning? I believe that the best answer
to this question is twofold. First, as argued in the next section, it is only pressing
when global meaning and concept holism is assumed. Instead, we should embrace
local meaning and concept holism. Second, at least up to a certain degree we are able
to, and have to be able to, track and entertain different opinions, world views, and
theories without endorsing them. Hence, theory dependence is less of a problem for
mutual understanding than one might think at first glance. This topic is addressed in
Sect.4.2.

4.1 The Case for Local Holism

Holism is best understood in opposition to atomism and the arguments that speak
against it. A central thesis of semantic atomism is that the meanings of simple words
are not generally composed of other words’ meanings. A reasonable semantic atom-
ism may acknowledge that there are more complex, morphologically derived words
whose meanings are composed out of their parts’ meanings. For instance, conse-
quential may have a primitive meaning whereas inconsequential may have a mean-
ing derived from the former. However, this must be limited to complex words. If the
meanings of all words are decomposable into logical combinations of the meanings
of other words, then the meaning of every word hinges on the meaning of those other
words, which is a form of holism. So the semantic atomist has to assume primitive,
non-decomposable meanings, or that simple words have no meaning at all and only
serve as syntactic anchoring points in a computational theory of cognition, or—as the
more common, externalist response—allow talk about ‘meaning’ only in a derived
sense, for example by assuming that the extensions of simple words individuate their
meanings. One form of semantic atomism can be found in works by Fodor (1975,
1987), while Fodor and Lepore (1992) thoroughly discuss arguments against holism
without presuming Fodor’s contested theory of cognition.

Atomism would provide an elegant solution to the problems of theory dependence
if there were not such good counter-arguments against it, whether it concerns public
language, idiolects, or concepts. First of all, if the meaning of a word is primitive, then
how does it change? This is a generalized form of the earlier argument against index-
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icalist externalism. Word meanings change within discussions when they are defined
explicitly. Consequently, they should also sometimes change when they are charac-
terized implicitly. Likewise, concepts such as the concept of holy trinity can change
over time even if they do not match the established current public language word
meaning. If they can change over time because our conception of reality changes,
then it seems equally reasonable to assume that they can also differ synchronously
when different theories of reality are considered, defended, and supposed. There are
metalinguistic discussions.

Atomists have a hard time explaining such negotiated concept and meaning
changes because they do not allow for the logical decompositions of lexical mean-
ings under dispute in metalinguistic discussions. Atomism is also questionable from
the perspective of the inferences that can be drawn from word use. Suppose a fixed
number of words has a primitive meaning that cannot be further dissected. Suppose
« is such a word. This word « will have one set of consequences relative to the-
ory A and may have another set of consequences relative to theory B. Shouldn’t
at least some such consequences count as an aspect of the word’s meaning? It is
hard to see how these different consequences could never be the result of different
meanings. Another point against atomism is that some seemingly substantive theses
can be turned into explicitly metalinguistic theses and vice versa, and the difference
between them is only whether speakers quote linguistic material or not; some ways
of talking are even in-between the two. Consider the following examples':

(3) a. Every atom is indivisible.
b. Atoms are indivisible.
c. Being an atom entails being indivisible.
d. Being indivisible is a defining feature of atoms.
e. An essential aspect of the meaning of arom is that they are indivisible.
f. atom means being a smallest indivisible building block of nature with the
characteristic properties of a chemical element.

Implicit to semantic atomism is the claim that examples like (3a)—(3d) do not
concern the meaning of afom. Is this really plausible? Although only (3e) and (3f)
explicitly mention words, in ordinary conversations the dependence on the natural
language is often irrelevant, and all of the above statements characterize atoms in
similar ways. In practice, we often define words without mentioning them at all.
Even a simple use of a generic like in (3b) can have a ‘metalinguistic flavor’ in a
context where a characterization, explanation, or definition of a word is expected.
Neither is an explicitly metalinguistic definition like in (3f) arbitrary, nor does the
use/mention distinction clearly indicate whether a word is defined or characterized,
or whether a world-level claim is made. This does not mean that the choice between
explicit definition and indirect characterization is unimportant or that every law-
like statement in which a word is used has a definitory quality for that word. An

10 Clearly, there are two uses of atom in the text. The examples are about physical theories, whereas
atomism suggests a mereological use. Which one is meant is clear from the context. This is not
another example of theory dependence but merely a case of ambiguity.
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explicit definition may indicate particular methodological preferences, that it is only
conventional or operational and later to be revised, or that a term is theoretical.
Nevertheless, semantic atomism presumes a too large divide between the explicit
definitions of complex words and the meaning of supposedly primitive words. There
is no such gap in practice.

So if we reject semantic atomism, how can holism deal with the problem of theory
dependence? To answer this question, holism has to be characterized in more detail.
First, holism can apply to words in public language. In this view, the meaning of
a public language word depends on and is partially constituted by the meanings of
other public language words; if the meaning of a word « changes, then the meanings
of words change that are partly constituted by the meaning of «. This is semantic
holism as the counterpart to semantic atomism. An analogous thesis may be for-
mulated for idiolects and sociolects, which we may call meaning holism in general.
Finally, concept holism concerns individual agents’ concept systems, where a con-
cept is a meaning-like representation that is not necessarily associated with a word.
For instance, a sculptor may have a concept for a particular shape, may be able to
recognize it and use it while sculpting, without naming it and without there being a
name for it in public language. Concept holism is the thesis that a concept ¢ changes
whenever other concepts change that partially constitute c.

Since some externalists deny that concepts exist, and it is also controversial
whether public language meaning can change in the way relevant for the theory-
dependence problem, I will focus in the following discussion on idiolectal meaning
holism and for simplicity sometimes abbreviate it as holism. What can be said about
this type of holism can also be said about the others. The focus shall also be on
meaning change. Most of what can be said about meaning change can be transferred
to the case when two agents disagree. The main difference between the two cases is
that two agents may also differ in other beliefs that are peripheral or unimportant to
the theories under consideration. This complicates matters, but not in a way relevant
for what follows.

Consider the theory change scenario. An agent endorses a theory A but then for
some reason starts to suspect that A is not the right theory and endorses theory B
instead. Provided that A and B are not compatible with each other (they cannot
simultaneously be true), the agent first has to retract A from his total belief base K
and then integrate B into K. Although there are well-established formal theories for
modeling these kind of processes such as AGM belief revision (Alchourrén et al.,
1985) and KM update (Katsuno and Mendelzon, 1992), realistically speaking only
some aspects of theory change can be modeled formally. The process is inherently
creative and involves theory discovery of B. The retraction of A might not be minimal,
it may be based on a shift in perspective and a massive re-evaluation of more beliefs
in K than merely those required for A. Therefore, we cannot assume that those
beliefs in K which are prima facie independent from A remain constant during such
a revision. In any case, however, some statements involving words used in both K
plus A and K revised by B will likely have different consequences before and after
revision. If the effect can be isolated to only one word, then this word’s inferential
meaning has changed. Whether we are willing to say that its purported idiolectal
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meaning has also changed depends on whether the law-like statements responsible
for the inferential meaning change count as attributing a definitory quality or are of
a more accidental character.

For the current purposes, two versions of holism have to be distinguished. Accord-
ing to global holism, whenever the meaning of one word changes relative to a belief
base, then the meaning of all other words changes, too. Analogously, in the two-
agent case, every agent associates a slightly different meaning with each word in their
idiolect, or they have slightly different concept systems. Why would this be the case?
Generally, the idea behind this position is that words are only meaningful in larger
units like sentences and discourse fragments, and that their meaning has been learned
and is indirectly constituted by the network of law-like semantic relations and con-
straints between words. As Lepore and Fodor (1993) put it, ““...meaning holism says
that what the word ‘dog’ means in your mouth depends on the fotality of your beliefs
about dogs, including, therefore, your beliefs about whether Lincoln owned one. It
seems to follow that you and I mean different things when we say ‘dog’; hence that if
you say ‘dogs can fly’ and I say ‘dogs can’t fly’ we aren’t disagreeing.” (Lepore and
Fodor, 1993, p. 638) Correspondingly, each concept in a concept system depends on
other concepts in this view, and no two agents can learn and internalize exactly the
same concept.

Arguments by Davidson (1967, 1973) are sometimes advanced in support of
global holism. As a twist on Quine (1960), Davidson suggests to define truth-
conditions for a language by Tarski-sentences of the form ‘S’ is true in language
L iff. T, where T specifies the truth-conditions for the sentence mentioned on the
condition’s left hand side.!' In a radical interpretation situation, when a speaker of
L would utter a sentence S and we have to figure out what this utterance means,
we have to apply the Principle of Charity and assume that this speaker’s beliefs are
mostly true.'” Based on this assumption, we can make sense of another person’s
rationality in a radical interpretation situation by attributing beliefs and desires to
that person and associating them with our assumptions about what their utterances
mean. However, the Principle of Charity can only get one so far. Since the beliefs
of the interpreter and the interpreted person only roughly converge, understanding
of the other person’s language will only ever be a rough approximation in a radical
interpretation situation. Moreover, since beliefs depend on each other just like the
statements of a theory, the recovery of the other person’s language in a radical inter-
pretation situation seems to imply global holism even when the Principle of Charity
is applied.

In contrast to global holism, local holism is the position that a meaning change
of a word may trigger some finitely many meaning changes but that this does not
imply that the whole idiolect changes. For example, suppose John calls any apple
or pear an apple. He has a persistent misconception that pears were once similar
to peaches but have long gone extinct. John later learns about pears and how to
distinguish apples and pears by taste and shape like most speakers of English. The

11 See Davidson (1973, p- 318).
12 See Davidson (1967, pp. 312-313), cf. Davidson (1973, pp.323-324).
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change affects pear and apple in John’s idiolect, as well as the concepts of being
a pear and being an apple. The incorrect pear concept is eliminated, and a more
adequate one is internalized. In terms of theories, we may say that John learns better
pear and apple theories. According to local holism, this change might affect related
concepts and word meanings such as the meaning of apple pie (it’s not the same as
a pear pie), juice (pear juice exists), and fruit (pears are fruits, they are not extinct,
and taste such-and-such). It will not affect every other word, though. For example,
John’s idiolectal meanings of and, relation, democracy, dog, and greater than are
not affected. They are not just affected in a barely noticeable and neglectable way.
They are not affected at all.

Theory dependence is a huge problem for the global holist. Since people have
different beliefs about all kinds of topics, and every difference of beliefs leads to
differences in idiolects and corresponding concept systems, even with a generous
application of the Principle of Charity two interlocutors will likely talk at cross
purposes and fail to fully understand each other. The farther the theories they endorse
are apart from each other, the less they understand each other when discussing a topic
common to those theories. So it seems at first glance. On a closer look, however, it
turns out that the arguments for global holism are relatively weak. There are good
reasons for rejecting global holism and accepting local holism instead.

Fodor and Lepore (1992) lay out in detail why many of the arguments for global
holism based on Quine (1960) and Davidson (1967, 1973) are not conclusive. One of
their points is that language learners and field linguists are never in a radical interpre-
tation situation.'? The environment is shared, the agents’ cognition works in similar
ways, and inadequate interpretations of utterances can be corrected over time. Speak-
ers also share common features of their perceptions. For instance, a child learning
the word rabbit from watching a living rabbit sees a rabbit and not rabbit slices like
in the famous Gavagai example of Quine (1960). Radical interpretation scenarios are
radically skeptic from an epistemic point of view, but successful language learners
are not and cannot be radical skeptics. Other arguments by Fodor and Lepore (1992)
also undermine the support that radical interpretation and the Quine/Duhem thesis
seem to lend to global holism, but addressing them here would go beyond the scope
of this contribution.

There is one positive logical argument against global holism that Fodor and Lepore
do not endorse. When speakers adapt idiolectal meaning and related concepts to one
another, only word meanings and concepts central to a given topic need to be revised.
For example, children who learn what pears are and how they differ from apples
only need to revise fruit- and nutrition-related concepts. There is no need or reason
in such a case to revise unrelated concepts like being a tire or being a tiger. There
are essentially two reasons for this locality of revisions and why centrality is not an
arbitrary stipulation in this context.

On the one hand, the common-sense ontologies encoded by concept systems are
hierarchical. An upper ontology represents very abstract concepts such as relations,
counting, mereological notions, physical versus abstract objects, physical movement,

13 See Fodor and Lepore (1992, pp. 73-80).
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processes, information transfer, and so forth. In contrast, a lower ontology represents
specific knowledge about the world. A change of the beliefs that constitute the lower
ontology is unlikely to require a change of beliefs that constitute the upper ontology
in a reasonable account of belief revision and theory discovery. On the other hand,
theories about specific topics, identified by associated measurement operations, are
discernible from other theories and the more general ontology. A lower ontology is
divided vertically into parts that are mostly or entirely independent of each other from
a logical perspective. For instance, there are many (onto-)logical relations between
tires and pears and these objects can interact in many ways, but beliefs about these
relations are regulated by the upper ontology. They might be based on the fact that
both are types of manipulable physical objects that can be carried and moved, for
example. A revision of the pear concept by integrating new pear and fruit theories
does not have to trigger a revision of the tire concept, and likewise for the idiolectal
meanings of pear and tire. So even though there are logical relations between pears
and tires, neither is pear central to the tire theory nor, vice versa, tire central as a
term in pear theories.

Although developing a full-fledged account of centrality as a measure of the
nearness of terms to the measurable topics of a theory would be a major undertaking,
there can be no doubt that pear is not just psychologically but also logically nearer
to apple than tire is. Words whose meanings are directly related to each other by
law-like statements at the same level of ontological specificity and within the same
theory with measurable topics are close to each other, for instance, whereas words
whose meanings are characterized in a theory about other measurable topics and
whose meanings are only related to each other via law-like statements of the upper
ontology (less specific, more abstract) are more distant from each other.'*

Anyone who accepts these kind of examples and the reasoning behind them ought
to be wary about Quine’s dictum that “[t]he unit of empirical significance is the whole
of science” (Quine, 1951, p. 39). Individual theories can be confirmed and rejected
without revising other theories, let alone all of science, and changing individual theo-
ries need not trigger revisions of the upper ontology that supports them. Confirmation
holism is only local. As a consequence of this position, under the indirect meaning
characterization thesis and the assumption that word meaning is (at least sometimes)
definitional, it follows that a change of idiolectal meanings and concepts only affects
words and concepts closely related to the one that changes. Further changes may
be triggered, but these are usually local, too, since the underlying common-sense
ontology is divided vertically and horizontally.

14 One approach would be to base the account of centrality on a good account of theory revision,
which, in turn, would have to take into account theories and their associated measurement operations
as units when modeling epistemic entrenchment. Since there is no non-psychological ‘logic of theory
discovery’, however, even such an elaborate approach would remain limited.
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4.2 Tracking Theories

So far, we have talked about beliefs and endorsing theories, and the concept systems
and ontologies related to these beliefs. But how are these notions related to each
other? The way I understand beliefs in this article, these are types of attitudes that
we attribute to agents de re, using belief ascriptions of public language. For instance,
John who calls both apples and pears apples does not believe de re that pears do not
exist. Maybe he believes de dicto that pears don’t exist because he is disposed to
utter sentences like Pears don’t exist any longer, but no corresponding de re belief
can be attributed.

In contrast to de re belief, concepts can be described using public language but
do not necessarily correspond to words of public language or an agent’s idiolect. For
instance, when John considers every pear an apple he possesses a primitive apple-
pear concept. If he uses the word apple to refer to apple-pears (i.e., apples or pears),
then the idiolectal meaning of apple is for him: being an apple-pear.

Other concepts regulate the relations between concepts and, taken together with
the concepts they regulate, constitute a concept system. The ontology that corre-
sponds to such a concept system can be described by the embedded sentences we
would use when ascribing corresponding de re beliefs. Hence, in this way of talking,
endorsing a theory can be described as the revision of existing beliefs by a theory.
The point of the previous section was that even though this process may affect more
beliefs than just those constituting the theory that is replaced, from a logical point
of view the ontology constituted by corresponding background beliefs is vertically
and horizontally divided into parts, and theory revisions will not generally affect all
of an agent’s beliefs. An indirect consequence of this view is that an agent’s concept
system is also usually only affected locally. Thus, we should opt for local holism and
the problem of theory dependence becomes less pressing.

However, this picture is not complete. Talking about beliefs can only be understood
as afirst approximation. We not only endorse theories, we also consider them, suppose
them, and deal with them in many other ways that do not imply that an agent fully
believes them. This is another important point for explaining meaning disputes.'>

Consider two agents having a dispute that indirectly concerns word meaning.
Speaker g endorses theory A and & defends theory B, which are both about the
same topic with associated measurement operations. Regardless of what has been
said in the previous section, under the local holism thesis the two speakers will
misunderstand each other if the idiolectal meaning of a term « differs relative to
g’s belief base plus A from the idiolectal meaning of « according to /’s belief base
plus B, provided that « is central in one of the theories and some of the inferential
meanings in which « differ between 4 and g have a definitory quality for at least
one of the agents, i.e., the speaker considers them constitutive for what it means to

15 Endorsing a theory in this context is understood roughly as believing what the theory states. There
could be attitudes other than belief at play, for example, a true-holding attitude with less epistemic
entrenchment than belief. As long as it can be attributed de re, this does not impact my position.
Resorting to belief should be taken as a simplification.
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be (rightly) called an «. How can the speakers then understand each other? Are they
not still only talking at cross purposes insofar as « is concerned?

As hinted above, the answer to this question is that a theory does not have to be
endorsed to create mutual understanding. Instead, speakers can consider a theory,
and this ability suffices to rule out talk at cross purposes under ideal circumstances.
For g to understand theory B, she only needs to consider B’s merits on the basis
of a hypothetical revision with B, but need not integrate theory B and thereby give
up A. Instead of endorsing other persons’ theories, we frack them. However, it does
not stop there. We may also track a theory by hypothetically revising by this theory
what we assume that the person(s) who defend the theory believe, i.e., based on our
assumptions about the proponents’ concept systems.

Even this description is incomplete. As even a cursory look at our practices reveals,
humans have the astonishing ability to compartmentalize theories altogether, inde-
pendently of whether these are endorsed or not. Even if a revision is not hypothetical
and a new theory is endorsed, this does not necessarily induce a change of the remain-
ing common-sense ontology. For example, physical theorizing could have triggered
radical changes in the everyday concept systems of physicists. After all, time and
space are no longer constant in modern physics, and quantum mechanics also has
radical implications about the macrophysical world. Nevertheless, the radically dif-
ferent ways modern physics looks at nature have probably not changed phycisists’
common-sense ontologies in any substantial way. Instead, they can designate an area
of ‘theoretical physics’ in which physical theories revise the background ontology,
but this area is compartmentalized from the original common-sense ontology that
stays in place.

This compartmentalization is necessary and inevitable. First, sometimes two the-
ories are worth endorsing even though there are good reasons for believing that
they are incompatible. This point is particularly important since two theories can be
incompatible with each other even when they are not about the same topic. As a typ-
ical example, many theoretical physicists believe that Einstein’s Theory of General
Relativity and Quantum Mechanics are not compatible with each other and that some
more general theory will replace them in the future. Nevertheless, it is perfectly ratio-
nal to endorse both theories at the same time. They are well-confirmed even though
they cannot be combined easily. In this case, physicists endorse both of them until a
better, more unifying framework has been found. Similarly, it would be incorrect to
claim that physicists do not endorse Newtonian Mechanics; they do, they are merely
aware that it does not provide accurate descriptions of objects moving at near light
speed and does also not describe the behavior of extremely small ‘objects.” Physicists
endorse Newtonian Mechanics although Relativistic Mechanics can replace it. It is
not necessary to use the more complicated relativistic formulas for macrophysical
objects at very low speeds.

Second, it is not irrational to retain information, even when it does not meet the
requirements for being fully integrated into one’s belief system. Whether it is worth
and rational to retain a new theory (opinion, world view) may be a complicated
matter, but the decisive criterion cannot be that it meets the requirements for being
endorsed. Otherwise, learning inductively by corroborating evidence from different
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information sources would be impossible, for instance, in a scenario where each
information source individually does not meet those requirements. A rational agent
needs to keep track of theories and supporting evidence that do not meet the standards
for being endorsed.

Third, the standards for endorsing theories are also context-sensitive. For instance,
itis rational for an agent to endorse a scientifically well-confirmed theory if that agent
is not very knowledgeable about the theory’s subject matter and domain. Identifying
experts and relying on them is an important skill for any rational epistemic agent,
since learning is largely a social process. However, it is equally rational for another
agent, who is knowledgeable about the theory’s subject matter and domain, not to
endorse the same theory and merely to consider it. A theory worth endorsing on
one occasion may only be worth being aware of in a more skeptical context. It can
even be rational to consider or track a theory in one context and completely ignore
it in another. For instance, a certain amount of knowledge about religious texts and
opinions is needed to understand the world views and motives of religious fanatics.
This does not mean that the same knowledge needs to have any influence on one’s
own world views or needs to play a role in the evaluation of scientific evidence.

Tracking theories means keeping their origins and sources in mind and knowing
them well enough for understanding others; it does not imply endorsing them in any
way. Hence, the contextualist objection of talking at cross purposes is ill-conceived
for theory-based disagreement. Theories neither need to be compatible with each
other nor do they need to be co-tenable, believed, or endorsed by speakers in order
for them to disagree about them. It is entirely possible to rationally disagree about an
aspect of a theory, opinion, or world view that neither of the interlocutors endorses.

When we take into account this ability to compartmentalize and track theories,
it is reasonable to also assume that we can deal with the semantic effects of theory
dependence under the assumption of local holism. Take the much-discussed Secre-
tariat is an athlete example from Ludlow (2008, 2014), for instance. Secretariat was
a famous racing horse. Suppose John believes that athlete can only be used to denote
humans. In his view, part of the definitory properties of athletes is being human.
Mary disagrees with him and believes that horses can be athletes, too. Even though
a prototypical athlete might be human, only physical prowess and success in com-
petitions are defining characteristics for athletes. Their disagreement is discussed by
Plunkett and Sundell (2013) as a typical case of an (implicit) metalinguistic dispute.

Nevertheless, Mary and John can understand each other if they manage to keep
track of each other’s opinions about athletes. If each of them presupposes a different
meaning of athlete in their idiolect, this does not automatically lead to misunder-
standing. It only leads to a linguistic misunderstanding when one of them does not
know the other’s opinions about athletes well enough, and does not keep track of the
other’s athlete theory. Normally, however, speakers are able to keep track of other
theories at least to some extent, which includes an ability to recognize the effects
of local holism on possible candidates for word meaning. To what extent? From an
idealized modeling perspective, precisely to the extent to which their model of the
other’s theory about a given topic in the conversation and words central to it matches
the other’s actual theory.
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5 Summary

This article started with an overview of linguistic context dependence. I argued
that parameterized contexts do not suffice to represent linguistic context depen-
dence adequately. However, combined with the parameterized context dependence
of indexicals and tenses, regarding interpretation as an inference to (usually) more
specific semantic contents while presuming the semantic underdetermination thesis
leads to a fairly complete account of linguistic context dependence. This is possible
only if moderate contextualism is the right position. I have suggested that this is
the case because the number of linguistically-regulated, rule-based context-sensitive
phenomena in natural languages is finite.

The problem left open by such an approach is the theory dependence of lexical
meaning. This theory dependence does not need to occur at the level of public lan-
guage meaning to become a problem:; it also creates difficulties for explaining mutual
understanding at the level of idiolectal meaning and concept systems. Although the
easiest way to address the problem is by rejecting a definitional approach to meaning
and concepts, I have rejected this solution because it creates numerous problems.
It does not match the reality of overt and implicit metalinguistic discussions and
is forced to draw an inadequately sharp divide between definitions and externally
individuated meanings. Semantic atomism can evade this problem, but may not be
plausible for other reasons. Especially the meanings of words for abstract objects,
complex verb phrases, and compound nouns are hard to explain from the perspec-
tive of a stringent semantic atomism. However, the problem of theory dependence
remains pressing for semantic holism.

In the final part of the article, it was argued that solving the problem of theory
dependence requires two theoretical commitments. First, global holism needs to be
given up in favor of the overall more plausible local holism. Since common-sense
ontologies are horizontally and vertically divided into parts, the effects of theories on
idiolectal meaning are often isolated to these parts. Endorsing or rejecting a theory
does not influence all concepts or the meaning of all words in an idiolect but only
a select few central to the theory. Second, theory representations of rational agents
need to be compartmentalized, as rational agents need to track theories incompatible
with their beliefs without endorsing them. If this is true, then it is also reasonable to
assume that the requirements of rational theory compartmentalization allow speak-
ers to compartmentalize the effects of theory dependence on concept systems and
meaning. An ideal rational speaker would be able to keep track of all theories and
information sources in a way that takes into account shifts in lexical meaning due to
the different law-like statements with definitory qualities for concepts and expres-
sions that these theories support. Humans are not ideally rational in this sense, of
course, yet it is reasonable to assume that they can keep track of someone else’s
definitions and characterizations in the same way they can keep track of their own
theories. Sometimes they succeed, and then there is no misunderstanding, and some-
times they fail, and there will be talking at cross purposes.
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Assembling the parts of the article leads to the following picture. Hearers interpret
semantically incomplete content by drawing inferences from it based on existing
epistemic representations. A model for this process may be Gricean, an inference to
the best explanation, or a more psychological account like Relevance Theory. The
belief base relative to which utterances are interpreted need not solely consist of
the interpreter’s beliefs and endorsed theories. An interpretation may also be based
on assumptions about the respective speaker’s beliefs and theories (opinions, world
views). Endorsing what the speaker said, as well as the underlying theories that need
to be presumed in order for the utterance to be believable to be true, is then a second
step. This step may require a revision of the interpreter’s theories about the topic
and a corresponding change of the interpreter’s idiolect, adapting to the speaker’s
idiolect in that respect. However, both world-level and metalinguistic disagreement
is possible without this second step.
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According to the most common version of naturalism—called “scientific naturalism”
or “strict naturalism”—, in matters of ontology and epistemology, natural science
always has the last word. In the second half of the twentieth century, two philosophers
have given the greatest impetus to this concept: Wilfrid Sellars and W.V.O. Quine.
In “Philosophy and the Scientific Image of Man” (1962), Sellars elaborated a very
influential distinction between the “manifest image” (the world as it is understood
by ordinary vision) and the scientific image” (the world as it is understood by natural
science). Sellars’s view is specular to that offered by Edmund Husserl in The Crisis
of European Sciences and Transcendental Phenomenology (1936); nor is this a coin-
cidence since, when he was a student at Buffalo, Sellars was deeply influenced by
Marvin Farber, a heterodox phenomenologist who had been a student of Husserl:
Marvin Farber introduced me to Husserl. His combination of utter respect for the structure of
Husserl’s thought with the equally firm conviction that this structure could be given a natu-

ralistic interpretation was undoubtedly a key influence on my own subsequent philosophical
strategy. (Sellars, 1975, 283).

Like Husserl, Sellars strives to understand the relationship between the ways of
conceiving the world that are characteristic of, respectively, the ordinary worldview
and natural science; and, like Husserl, he aims at elaborating a unified conception of
the two visions, which he calls “stereoscopic vision”. For Sellars, the two images are
“pictures of essentially the same order of complexity, each of which purports to be a
complete picture of man-in-the-world which, after separate scrutiny, [philosophers]
must fuse into one vision” (Sellars, 1962, 4). Moreover, like Husserl, Sellars recog-
nizes that, from a genetic point of view, the scientific image of the world derives
from the manifest image and that the normative concepts of the latter image (for
example, the concepts of morality) are not reducible to the descriptive concepts that
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characterize the scientific image. From an ontological point of view, however, the
unilaterality of Sellars’s conception is antithetical to the unilaterality of Husserl’s
conception (De Caro, 2015). While Husserl is an ordinary realist and an anti-realist
concerning science, Sellars adopts the opposite perspective. That is, he is a realist
concerning the scientific view and an anti-realist concerning the ordinary worldview:
according to this point of view, in the modern age the scientific image justifiably
gained a monopoly on ontology, and this showed that the world as conceived by the
ordinary view is not the real world. Sellars (1956, 83) expresses this point with a
neo-Protagorean dictum:

Speaking as a philosopher, I am quite prepared to say that the common sense world of
physical objects in Space and Time is unreal—that is, that there are no such things. Or, to put
it less paradoxically, that in the dimension of describing and explaining the world, science
is the measure of all things, of what is that it is, and of what is not that it is not.

Quine’s theoretical perspective is similar to Sellars’s, but with an important differ-
ence: Quine incorporates scientific realism in an influential overall conception that
combines the ontological thesis constitutive of scientific realism, with an epistemo-
logical thesis and a metaphilosophical thesis. In this form, scientific naturalism has
become the main vehicle by which scientific realism has spread in the philosophical
world. Its three basic theses are thus as follows:

i Ontological thesis: reality consists only of the entities to which the best explanations
of the natural sciences commit us. All other presumed entities, if they are not reducible
to scientific entities, are entia non grata and therefore should not be accepted in our
ontology (Quine, 1960).

ii.  Epistemological thesis: the natural sciences are our only genuine sources of knowledge.
All other supposed forms of knowledge (such as perception, a priori, introspection,
or intuition) either can in principle be accommodated into scientific knowledge or are
illegitimate (Quine, 1969).

iii.  Metaphilosophical thesis: philosophy is continuous with science in content, methods,
and purposes. According to Quine (1986a, 430-431), we should pursue “philosophy
rather as a part of one’s system of the world, continuous with the rest of science.” And
elsewhere, with some irony he states that normative epistemology—the philosoph-
ical branch that deals with knowledge, truth, and justification—is “a branch of engi-
neering,” that is, it should be understood as an applied natural science (Quine, 1986b,
664).

It is important to emphasize the importance of the latter thesis. With his scientific
naturalism, Quine does not simply affirm the correctness of scientific realism and the
primacy of natural science from an ontological and epistemological point of view. He
also argues that philosophy is, in essence, a still underdeveloped natural science—a
thesis that certainly Sellars would not have accepted (nor would the advocates of
more liberal forms of naturalism: see De Caro and Macarthur 2004, 2010, 2022 and
forthcoming).

Incidentally, it may be noted that some scientific naturalists (including Sellars and
Quine), but by no means all, attribute priority among the natural sciences to physics.
According to this view (called “physicalism”), the entities and processes that physics
deals with are not only the bricks with which the world is built but in principle are
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also sufficient to explain everything that exists. In this framework, then, all other
sciences of nature are reducible to physics. One of the most influential contemporary
physicalists, Jaegwon Kim (1996, 11), has given voice to this idea, writing that “each
and every property of a thing is either a physical property or is determined by its
physical properties and that there is nothing in the world that is not a physical thing.”
Another champion of this conception is Alex Rosenberg, who goes so far as to claim
for his conception the label of “scientism” (which generally has instead a negative
connotation):

‘What is the world really like? It’s fermions and bosons, and everything that can be made up
of them, and nothing that can’t be made up of them. All the facts about fermions and bosons
determine or “fix” all the other facts about reality and what exists in this universe or any other
if, as physics may end up showing, there are other ones. In effect, scientism’s metaphysics
is, to more than a first approximation, given by what physics tells us about the universe.
The reason we trust physics to be scientism’s metaphysics is its track record of fantastically
powerful explanation, prediction, and technological application. If what physics says about
reality doesn’t go, that track record would be a totally inexplicable mystery or coincidence.
(Rosenberg, 2009).

Other scientific naturalists disagree, however, because they believe that physics is
nota privileged natural science. John Searle (2004), for example, believes that biology
is irreducible to the sciences that deal with the elementary components of matter,
such as physics and chemistry: in his opinion, therefore, the inventory of the world is
provided by the natural sciences as a whole. Other defenders of scientific naturalism
believe that geology or meteorology are irreducible to the more fundamental sciences
(Fodor, 1997) and still others that not even chemistry is reducible to physics (Weisberg
et al., 2011). In any case, as far as we are interested here, the distinction within
scientific naturalism between those who defend the thesis of the ontological and
epistemological primacy of physics and those who deny it is not fundamental. What
is important is that, according to all those who adhere to scientific naturalism, there
is nothing that in principle cannot be investigated with the methods and concepts of
the natural sciences. Reality and knowledge, in short, cannot exceed the scope of
these sciences.

In the background of the present fortune of scientific naturalism, there is a powerful
inductive argument. Starting from Galileo, modern natural science has explained
in a more and more complete way wider and wider phenomenal fields, allowing
us to make extremely accurate predictions and dethroning the presumed explana-
tions that had been developed previously. It is therefore rational to infer—this argu-
ment proceeds—that natural science can explain, in principle, everything that can
be explained, and this even in fields in which it is not yet very developed. From this
epistemological assertion follows an ontological conclusion: we must assume the
existence only of entities that natural science can in principle account for. And, from
this point of view, philosophy—at least in the case in which it aspires to speak about
reality and not about fictions—can only align itself completely with natural science.

These theses may sound a bit maximalist. And not surprisingly, the main problem
of scientific naturalism is the so-called “placement problem” (Price, 2004). The terms
of this problem have been well presented by Searle (2007, 4-5):
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How can we square a conception of ourselves as mindful, meaning-creating, free, rational,
etc. agents with a universe that consists entirely of mindless, meaningless, unfree,
nonrational, brute physical particles?

The philosopher of science John Earman (1992, 262) expresses a similar idea,
emphasizing the difficulty of the task:

If science succeeds in its attempt to explain our nature, then we lose our specificity as beings
able to determine their own destiny; if science fails in this attempt, then we turn out to be
very mysterious entities within the universe. It seems that the attempt to locate human agents
in nature either fails in a manner that reflects a limitation on what science can tell us about
ourselves, or else it succeeds at the expense of undermining our cherished notion that we are
free and autonomous agents.

Simon Blackburn (1993, 49), in turn, clearly declines this problem regarding ethics:
“The problem is one of finding room for ethics, or placing ethics within the
disenchanted, non-ethical order which we inhabit, and of which we are a part.”

The problem of placement concerns the phenomena constitutive of the ordinary
conception of the world: at least at first glance, it would seem that these phenomena
do not conform to the scientific conception—if they do not oppose it altogether. Think
of free will, moral properties, normativity, meaning, consciousness, or ontologically
elusive phenomena such as financial indebtedness or collective intentionality. The
regimentation of these phenomena in the perspective of the natural sciences appears
at least arduous: each of them represents, therefore, a particular case of the problem of
collocation. Nonetheless, the vast majority of scientific naturalists express no doubt
that the problem of collocation is solvable. In this spirit, for example, Alan Lacey
(2005, 640), has written that “everything is natural, i.e.... everything there is belongs
to the world of nature, and so can be studied by the methods appropriate for studying
that world, and the apparent exceptions can be somehow explained away.”

Scientific naturalists are presented with three possible strategies for dealing with
the problem of collocation. The first strategy is that of reductionism, according
to which one must show that the phenomena just mentioned are, yes, ontologi-
cally genuine, but only because they are identical, or at least reducible, to scientifi-
cally acceptable phenomena. For several decades, reductionism has been an attitude
present in many areas of philosophy: from the attempts of the so-called “neuroaes-
thetics” to reduce aesthetic properties to neurological properties to Penelope Maddy’s
“naturalized Platonism” concerning mathematical properties up to the attempts to
naturalize religious spirituality (Dawkins, 2006; Dennett, 2006).

Let us consider a couple of more detailed examples of the current fortunes of
reductionism. First, many philosophers of mind sympathetic to scientific naturalism
have attempted to reduce mental property types (beliefs, desires, and so on) to neuro-
logical properties, according to the famous “identity of mind-brain types” thesis.
According to this theory, each type of mental event (such as the belief that Kabul is
the capital of Afghanistan or the desire to eat an apple) is identical to a certain type
of physical event (typically, a neural process). Proponents of this theory recognize,
of course, that we are not yet able to determine such identities: that is, we are not
able to say, for all kinds of mental events, to what kind of physical events they are
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identical. Nonetheless, this identity exists and is the only guarantee of the reality of
mental events (Gozzano & Hill, 2012; Kim, 2007).

Another attempt at reduction by scientific naturalists concerns moral properties
(Jackson, 1998). The idea here is that moral properties are real, independent of our
minds, and make ethical judgments objective, but are natural properties of the same
kind studied by the sciences. This is the typical reasoning followed in this area by
reductionistically oriented scientific naturalists:

1. Moral judgments can be true or false.

2. The truth or falsity of those judgments depends on the existence of specific

phenomena: moral properties.

There are no non-natural phenomena.

4. All real phenomena are therefore natural phenomena, in the sense that they fall
within the purview of the natural sciences.

5. Moral properties fall within the purview of the natural sciences.

w

Note that premises 3 and 4 in premise 4 of this reasoning are typical of scientific
naturalism: the only natural properties are the proper ones studied by the natural
sciences. The most interesting premise, however, is premise 5, because the natural-
ness of moral properties can be conceived in two ways. In a first sense, it can be argued
that moral properties are reducible to non-moral natural properties: the property of a
given action to be good, for example, could simply mean that that action conforms to
a system of instructions—hardwired into our brains by natural selection—that results
in a benefit to humanity (FitzPatrick, 2014). In a second sense, however, premise 5
can be interpreted to mean that moral properties can be investigated by the natural
sciences, but that is not to say that they are identical to some non-moral property:
that is, they are natural properties of a specific kind (Boyd, 1988). Against the latter
conception, however, it has been objected that, while we perceive the usual non-moral
properties (such as whiteness or sphericity), moral properties such as goodness or
generosity cannot be perceived: and this would be an indication of their illusori-
ness or supernaturalness. To this objection, it has been replied that other properties
considered perfectly natural are also not directly perceptible, but are only inferred:
for example, the property of being in good health. In order to take as real properties
such as being generous or being healthy what matters is their causal power: that is,
these properties are considered real because they can cause changes in the world. We
certainly cannot argue that the property of being healthy is supernatural because we
see its effects, but we do not perceive it directly; rather, we consider it as a natural
property of a specific kind that can be investigated with normal scientific instruments
(for example, by measuring the homeostasis of an organism). The same, according
to this point of view, should be thought regarding moral properties: they are real
properties because they have causal power (Martin Luther King’s generosity, for
example, caused changes in the world), but that does not mean we should consider
them supernatural. Moral properties, in short, Richard Boyd (1988) and David Copp
(2017) argue, can be studied with ordinary scientific tools. For example, one can
investigate empirically how, how much, and in what situations generosity affects the
human world; and in this way, one can understand what generosity is.
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Other scientific naturalists oppose the reductionist strategy: that is, they do not
believe that the problem of collocation can be solved with the idea that the contro-
versial phenomena of the ordinary image of the world are investigable by the natural
sciences or that they are reducible to phenomena that can be investigated by these
sciences. In reality, these philosophers argue, such phenomena are constitutively
incompatible with the natural sciences and for these reasons must be eliminated
from our ontology, exactly as in the past happened with phlogiston, with the epicy-
cles of Ptolemaic astronomy, and with the alleged magical properties of witchcraft.
This conception is called “eliminationism”. To give a few examples: Paul and Patricia
Churchland argue that the entire conceptual apparatus of the intentional mind proper
to common-sense psychology (with its references to beliefs, desires, intentions,
rationality, and so on) is nothing more than a completely flawed para-scientific
theory. In their view, mental phenomena, being immaterial, are not reducible to
brain processes, and therefore one must conclude that they are not real. In the words
of Paul Churchland (1988, 43):

A false and radically misleading conception of the causes of human behavior and the nature
of cognitive activity. On this view, folk psychology is not just an incomplete representation
of our inner natures; it is an outright misrepresentation of our internal states and activities.

In a similar spirit, Derk Pereboom (2014) and Gregg Caruso (2013) deny reality
to free will and moral responsibility; Daniel Dennett (1991) and Georges Rey
(2016) contest the reality of phenomenological properties (the so-called “qualia”);
Hartry Field (1980) and Mark Balaguer (2009) defend mathematical fictionalism,
and Richard Joyce (2005) defends moral fictionalism, following the steps of John
Mackie (1977), who argued that moral properties and values, being constitutively
“queer” (strange, bizarre) with respect concerning o the scientific worldview, cannot
be included in our ontology. “If there were objective values,” writes Mackie (1977,
38), “they would be entities or qualities or relations of a very strange sort, utterly
different from anything else in the universe.” According to these authors, since values
and moral properties do not exist, it follows that the normative judgments of ethics—
which claim to be objective and presuppose the reality of values—are always hope-
lessly false. In general, then, to solve the problem of collocation, all these authors
propose a very drastic solution: that of eliminating from our ontological repertoire
the properties of the ordinary worldview.

Finally, we must consider another family, smaller but no less resolute, of scien-
tific naturalists. They reject both reductionism and eliminationism, in the name of
a conception called mysterianism, initially developed by the famous linguist and
philosopher Noam Chomsky. Human beings try to solve two different kinds of ques-
tions, Chomsky (1976) argues, “problems” and “mysteries”. Problems are questions
that we know how to deal with: for example, we generally understand how to inves-
tigate to find out if there are still unknown planets in the solar system or to find the
cure for diabetes. Moreover, we can also imagine the kind of solution of these ques-
tions (respectively, the possible detection of an unknown celestial body of a certain
size orbiting exclusively around the Sun and a therapy that cures diabetes patients
or makes their condition significantly better). In the case of mysteries, instead, we
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don’t have, and never will have, the slightest idea of how they could be solved nor of
what form their solution could have; and, for this reason, Chomsky argues, mysteries
are questions that our species will never solve. And, in this perspective, free will,
consciousness, or the mind-body problem are most likely some of these mysteries:
we cannot conceptualize the world without these phenomena (and therefore they
cannot be eliminated from our ontology), but neither can we reduce them to scientif-
ically explainable phenomena. According to mysterianism, for humans the problem
of the location of phenomena seemingly unrelated to the scientific worldview will
forever remain a mystery; and this is because, quite simply, our species lacks the
conceptual resources to solve it—in the same sense that dogs lack the resources to
prove the Pythagorean theorem.

British philosopher Colin McGinn (1993) has presented the most ambitious and
detailed version of mysterianism. From a perspective typical of scientific naturalism,
McGinn (2002, 207) argues that.

nature is a system of derived entities, the basic going to construct the less basic; and
understanding nature is figuring out how the derivation goes... Find the atoms and laws
of combination and evolution, and then derive the myriad of complex objects you find in
nature.

This approach is not without philosophical consequences if, in reflecting on the
philosophical status of ordinary worldview phenomena (consciousness, ego, free
will, meaning, and knowledge), McGinn (2002, 209) himself acknowledges that.

there are yawning gaps between these phenomena and the more basic phenomena they
proceed from, so that we cannot apply the [scientific] format to bring sense to what we
observe. The essence of a philosophical problem is the unexplained leap, the step from one
thing to another without any conception of the bridge that supports the step.

According to McGinn, our species is not intelligent enough to bring phenomena such
as consciousness, ego, free will, meaning, and knowledge to a format that can be
handled by the natural sciences. And because of this, McGinn (2002, 207) concludes,
philosophy, because it tries to solve insoluble problems, is a “futile’” activity. On the
other hand, we cannot even think of considering these phenomena as illusory, because
they play too important roles in our intellectual lives and practices. Therefore, for
us, they represent insoluble mysteries and will always do.

In sum, scientific naturalists face the complex challenge posed by the problem
of collocation. This problem concerns phenomena (from freedom to consciousness,
from normativity to morality to signification) that for ordinary realism—the kind
of realism encompassed in the commonsense image of the world—are, at the same
time, indubitable and essential to understanding human reality. Within the frame-
work of scientific naturalism, however, these phenomena appear mysterious because
they do not seem treatable by natural science. Scientific naturalists attempt, then,
three strategies to account for these phenomena: reductionism, eliminationism, and
mysterianism.

Ordinary realism (which is defended, for example, by Husserl and van Fraassen)
manifests an intrinsic hegemonic tendency to the extent that it projects onto the
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whole of reality—including the areas of relevance to science—the idea that percep-
tion (direct or assisted by technological supports) is the only parameter we have to
determine what the world is like. In other words, ordinary realists make a very dubious
inference: from the very plausible thesis that perception is a legitimate (though obvi-
ously not infallible) key to access reality, they conclude that perception is the only
key to access reality and that therefore one can deny ontological legitimacy to the
unobservable entities postulated by science (De Caro, 2015 and 2019).

Scientific realism, which, as we have seen today, is defended with particular vigor
by scientific naturalists, tends to be as hegemonic as ordinary realism, but in a specular
way. This conception, in fact, in the name of the reality of scientific ontology, tends to
dismiss the realist attitude of the ordinary worldview, based on the idea that the only
entities that exist are those contemplated by science. In doing so, however, it encoun-
ters a considerable theoretical problem: the problem of collocation. How to account
for the entities and properties (secondary properties, free will, consciousness, values,
and so on) that are of such importance to the ordinary worldview, but which, at least
apparently, do not seem tractable by the natural sciences? The strategies adopted by
scientific naturalists, we have seen, are of three kinds: reductionism, eliminationism,
and mysterianism. All three, however, present considerable problems: let us see why.

According to the first strategy, reductionism, phenomena accepted by the ordinary
worldview are actually identical to more fundamental, scientifically investigable
properties in the same sense that water is identical to H,O (think, for example, of the
attempts of some moral realists to reduce moral properties to properties that can be
investigated with the tools of the natural sciences). Those attempts at reduction run
into a huge problem, however. An essential aspect of moral properties is that they have
to do not only with the world of being, which concerns the way things are but also with
the world of possibility and obligations—that is, with normativity. The behavior of a
given person is moral when in a given situation that person does something morally
praiseworthy: that is, something that should be praised, not something that is in
fact praised. For example, a generous action by an individual (e.g., when someone
welcomes a politically persecuted person into their home) may be criticized by the
respective community because that community is clouded by prejudice or fear: in
such a case, the community is in error because it should have praised that action, not
criticized it. A natural scientist, however, can only investigate how things are, not
how they should be. The normative aspect of morality escapes attempts at reduction
altogether; and similar criticisms can be made of attempts to reduce other phenomena
proper to the ordinary worldview.

Yet attempts at reduction, or as we sometimes say “naturalization,” continue to
thrive. Thus, some time ago Tyler Burge (1993, 117) described attempts to reduce
mental properties to neuroscientific properties:

The flood of projects... that attempt to fit mental causation or mental ontology into a ‘natu-
ralistic picture of the world’ strike me as having more in common with political or religious
ideology than with a philosophy that maintains perspective on the difference between what
is known and what is speculated.
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This reductionist “flood of projects” is the result of an ideology that characterizes
all versions of scientific naturalism: an ideology that does not, however, come to
terms with the articulated ways in which we, as a matter of fact, understand the
world. Referring to cognition, and more generally to thought, Putnam (1992, 18),
for example, wrote:

There is no reason why the study of human cognition requires that we try to reduce cognition
either to computations or to brain processes. We may very well succeed in discovering
theoretical models of the brain which vastly increase our understanding of how the brain
works without being of very much help to most areas of psychology, and in discovering better
theoretical models in psychology (cognitive and otherwise) which are not of any particular
help to brain science. The idea that the only understanding worthy of the name is reductionist
understanding is a tired one, but evidently it has not lost its grip on our scientific culture.

It will not be surprising, then, that while reductionist ideology is very common today,
there is much less agreement on the value of concrete attempts to reduce the entities
of the ordinary worldview, to the point that, as Putnam (2004, 62) ironically notes,
“none of these ontological reductions gets believed by anyone except the proponent
of the account and one or two of his friends and/or students.”

In this regard, however, a remark is necessary. First of all, as far as the empir-
ical investigation conducted by scientists is concerned, the assumption that a given
phenomenon can be studied by resorting exclusively to the categories of the natural
sciences is obviously legitimate: it is a methodological maxim (not an ontological
principle) that has often been very fruitful for research. The history of science, on
the other hand, teaches us that the most successful research programs have often
involved real leaps in the dark by their proponents: heliocentrism was definitively
proven only in the nineteenth century and the theory of relativity was confirmed years
after Einstein had proposed it. It could perhaps happen, for example, that one day the
mind will be explained as any physical system, without any other tools than those of
natural sciences (and not also with intentional psychology and introspection); at the
moment, however, we have no elements to conclude that this will happen. Therefore,
at least for now, it is at least adventurous to confer ontological dignity on a maxim
that is methodological in nature.

In essence, we must distinguish between reductionist ideology and concrete scien-
tific reductions. What is essential for scientific progress are concrete reductions, when
they succeed: that is, the reduction of a given range of phenomena to a more funda-
mental range. When a reduction is accomplished (such as when it was demonstrated
that water is H,O or that light corresponds to a certain portion of the electromag-
netic spectrum) our knowledge has taken a great step forward. The “reductionism”
instead is an ideology: that is the conception that all phenomena must in principle be
reduced and explained from more fundamental phenomena. This is a philosophical
thesis, not a scientific one. In their practice, scientists often attempt to make reduc-
tions, but in many cases, they proceed by studying phenomena at their particular
level: for example, biologists generally do not move to the physical-chemical level
for their research. Nor do we have any basis for being certain that reductions are
always possible—as reductionist ideology instead assumes.



74 M. De Caro

Returning to the philosophical discussion, we can therefore say that in general
reductionism is not a winning strategy. This is why many scientific naturalists take
a bolder route: that of eliminating from our ontology the entities and properties
belonging to the ordinary worldview. Secondary properties, free will, consciousness,
moral properties, normativity, intentionality: no aspect of the ordinary view is spared
from the eliminationist pathos of these authors. The aforementioned Alex Rosenberg
(2009) gives an excellent example of this trend when he writes:

Science forces upon us a very disillusioned ‘take’ on reality. It forces us to say ‘No’ in
response to many questions to which most everyone hopes the answers are ‘Yes’. These
are the questions about purpose in nature, the meaning of life, the grounds of morality, the
significance of consciousness, the character of thought, the freedom of the will, the limits of
human self-understanding, and the trajectory of human history.

In this quotation, one notices, moreover, a strange mixture of ideas that no serious
thinker today would consider worthy of consideration (the purpose of nature, the
trajectory of human history) with others that are essential to both the ordinary world-
view and to many philosophical systems as if they were all at the same level of
plausibility. In any case, the fundamental question of eliminationism is this: can we
seriously conceive of a world without the central ideas of the ordinary worldview
and philosophy, such as free will, consciousness, morality, and so on?

Let’s consider, as an example, the attempt, by Paul and Patricia Churchland
and others, to eliminate from our ontology the mental states proper to common-
sense psychology (beliefs, desires, intentions, etc.). As will be recalled, according
to the Churchlands, common-sense psychology is a proto-scientific theory that is
completely erroneous regarding how the mind works. A first objection that can be
made to this idea is that common-sense psychology is not a theory at all (albeit a
proto-scientific and erroneous one): understanding the mind does not have at all the
structure and function of a scientific explanation. For example, when we interpret
the minds of others, or even when we reflect on ourselves, using common sense
psychology, we frequently refer to normative notions: “My belief was wrong,” “This
desire of yours is absurd,” “Your intention should be another.” And natural science
theories cannot adequately deal with normative notions: thus, equating common-
sense psychology with a scientific theory, albeit a primordial one, is incorrect. A
second objection is that, even if one were to accept the idea that common-sense
psychology is a theory, then it should also be said that it is a theory that works quite
well, because it helps us to make a large number of correct predictions about other
people’s behavior and, at least at this stage, it does this much better than any alterna-
tive theory (neurological or otherwise): so it is hard to see why we should eliminate it.
Finally, one can also object that the Churchlands’ eliminationism is self-confirming:
if beliefs are not real, it is hard to see how the Churchlands can believe that their
theory is better than common sense psychology, nor how they can try to convince
others to believe in their theory.

Equally convincing arguments can be developed against attempts to eliminate the
other fundamental components of the ordinary worldview. From this perspective,
one must therefore conclude that eliminationist ideology as a whole, like reductionist
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ideology, does not work. For this reason, as we have seen, some scientific naturalists
have espoused a third conception, “mysterianism.” According to the proponents of
this conception, the phenomena proper to the ordinary image of the world cannot
be banished from our ontology, as the eliminativists claim: such phenomena are
indispensable for giving meaning to many fundamental aspects of our existence.
On the other hand, continue the mysterians, we are not even able to bring back
those phenomena, as the reductionists hope, to the explanatory modalities of science,
which are the only epistemically legitimate: this, however, does not happen because
these phenomena are intrinsically supernatural, but for our insurmountable cognitive
limits. We are simply not an intelligent enough species to give a scientific explanation
for these phenomena, in the same sense that dogs do not have sufficient cognitive
endowment to understand a mathematical demonstration of Pythagoras’ theorem.

Mysterians consistently draws the consequences implicit in the ontological
premises of scientific naturalism and has the merit of recognizing that attempts at
reduction are generally vague and the alleged eliminations unfeasible. However, in
doing so, he reaches a conclusion that is very difficult to accept, i.e., that free will,
consciousness, knowledge, meaning etc., are “mysteries” because we will never be
able to understand them. In reality, however, if it is true that we do not know how
to solve problems such as those of free will or consciousness, it is also true that
over the centuries we have made considerable progress in clarifying them. Today we
know much more about these problems than we did in antiquity, the Middle Ages, or
even a few decades ago: conceptions that were thought plausible have been refuted,
conceptually more refined ones have been developed, various facets of the problems
have been clarified, and so on. Philosophy, in short, progresses conceptually (even if
it does not solve its own problems, because a solved problem is ipso facto considered
non-philosophical). And if there is conceptual progress, it means that philosophical
problems are not unfathomable mysteries as Chomsky thinks and that philosophy is
not at all a futile activity, as McGinn thinks. Moreover, it seems intellectually arrogant
to set limits to what our species can do cognitively based on what we now think of our
epistemic limits: Aristotle (perhaps the greatest genius ever to appear on Earth) could
never have conceived of the possibility of sending a human being to the Moon, of
formulating Godel’s theorem, of calculating the speed of light or of explaining how
sight works (a problem, the latter, which at the time was considered to be the domain
of philosophy). But this proves that those questions were not mysteries: they were,
rather, very difficult problems, still not formulated at Aristotle’s time, but that with
the passing of generations have been solved. And this could happen even with some
of the problems discussed today by many philosophers—even if, for this reason, they
would no longer be considered philosophical problems.

On the other hand, once we assume the perspective of scientific naturalism, we
have no idea what form the acceptable explanations concerning consciousness, free
will, meaning, etc. might take. In that framework, these phenomena—which within
the ordinary view of reality are not considered so mysterious—become completely
incomprehensible: there is no way, in short, to talk about them in an intelligible way.
However, the fact that scientific naturalism makes the most important phenomena of
our existence incomprehensible can also be taken as a reductio ad absurdum of this
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conception. In other words, a philosophical conception that is not able to account
for some of our fundamental ideas, and cannot reduce or eliminate them, appears
radically unsatisfactory and should be abandoned.

So thought also the late Lynne Baker (2013, 73), who wrote that “We should not
lend faith to metaphysics that render ordinary but significant phenomena unintelli-
gible.” It is hard to see, then, why we should accept a conception such as mysteri-
anism, given that it makes it impossible to think meaningfully about such fundamental
issues as freedom, responsibility, consciousness, and meaning.
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Scientific Emergentism and the Mutualist | m)
Revolution: A New Guiding Picture L
of Nature, New Methodologies and New

Models

Carl Gillett

The world we actually inhabit, as opposed to the happy world of modern scientific mythology,
is filled with wonderful and important things we have not yet seen because we have not
looked... The great power of science is its ability, through brutal objectivity, to reveal to us
truth we did not anticipate. (Laughlin (2005), p. xvi)

The guiding picture of nature to which we subscribe—what we take the onto-
logical structure of nature to be in a broad sense—configures not just what kinds
of scientific models and explanations we offer, but also what phenomena we even
seek, and recognize, in nature. In our opening passage, Robert Laughlin, echoing
other scientific emergentists like Ilya Prigogine, tells us that we have routinely over-
looked all manner of phenomena that did not fit the guiding picture of nature pressed
by scientific reductionism. For recent empirical findings, emergentist like Laughlin
and Prigogine contend, show that the picture of scientific reductionism is in fact a
misleading “myth”.!

Still more exciting, scientific emergentism offers a new guiding picture that allows
us to finally see many natural phenomena and provides novel models/explanations
that potentially allow us to understand them. The result, over the last few decades,
is arguably a revolution in the sciences built around adoption of a new view of the
relation of parts and wholes, and hence of the structure of nature itself. The pioneering
scientists pressing this view, calling themselves “scientific emergentists”, include
physicists like Laughlin or Philip Anderson, chemists such as Prigogine, biologists
including Denis Noble, neuroscientists like Walter Freeman, and many in systems
biology or the sciences of complexity.

I See Prigogine and Stengers (1984), and Prigogine (1997), for Prigogine’s own interesting
discussion of such ontological “myths”.

2 Anderson (1972), Freeman (2000), Laughlin (2005), Noble (2006), and Prigogine (1997).
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Fig.1 The complexity researcher Chris Langton’s famous diagram of the scientific emergentist’s
Mutualist view of nature. (Redrawn from Lewin (1992))

At the heart of their positions, these researchers endorse what I have elsewhere
termed “Mutualism” whose core idea is framed in Fig. 1. Under the Mutualist picture,
it continues to be the case that certain complex wholes (and their activities and prop-
erties), like the one at the top of the diagram, are taken to be fully composed by
organized parts (and their activities and properties) shown at the bottom—and hence
we have compositional relations upwards from parts (and their activities and proper-
ties) to the whole (and its activities and properties). However, the foundational change
under Mutualism is to accept that sometimes we also have a downward determina-
tive relation from the whole (and its activities and properties) to its parts (and their
activities and properties) depicted by the downward curving arrows. Consequently,
we have both upward and downward determination, and hence mutual determination
between parts and whole—hence the “Mutualist” tag for the position. The result is
a new picture of nature with all manner of exciting implications.

Simply appreciating Mutualism has profound theoretical and practical implica-
tions in the sciences. Elsewhere I have sought to provide a detailed treatment of
Mutualism and the wider debates over reduction and emergence in which it figures
(Gillett, 2016a). In this paper, my goal is narrower. I simply seek to provide an
accessible account of scientific emergentism and its key claims. To this end, I briefly
sketch the background to scientific debates over reduction and emergence, but my
primary focus is on outlining the core ideas of Mutualism, the new guiding picture of
nature that results, and hence the novel methodologies it offers and the new models
its provides in concrete scientific cases.

To start, I sketch two connected waves of scientific findings about compositional
relations that drive our present research as well the debates over reduction and emer-
gence. The first wave of findings, outlined in Part 1, stretching from the Scientific
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Revolution onwards, was to provide what I term “compositional” models and expla-
nations of wholes (and their properties and activities) using compositional relations to
parts (and their properties and activities). Thus, for instance, we explain the contrac-
tion of a muscle by a compositional relation to moving protein filaments that compose
it. Or we explain the mass of the muscle using a compositional relation to the masses
of the cell’s that are its parts.

As T highlight, all sides in the sciences accept the need to search for, and provide,
such compositional explanations in what I term “everyday reductionism”. And the
success of this methodology in providing compositional explanations/models, and
the advent of new techniques, has more recently allowed a second wave of usually
quantitative scientific findings, outlined in Part 2, about the activities of the parts
we find in wholes. This more detailed, and precise, understanding of the behaviors
of parts in wholes has led to a range of what I term “Challenging Compositional
Cases” where we cannot presently understand the behaviors of the parts in various
wholes using existing resources, including accounts and models given of such parts
in simpler systems. Across examples in a range of sciences, from super-conductors
to populations of neurons, Challenging Compositional Cases are now at the cutting
edge of ongoing scientific inquiry.

I briefly outline, in Part 3, how everyday reductionism, and the provision of compo-
sitional explanations, has been argued to support the stronger position I term “sci-
entific reductionism”, espoused by researchers such as the physicist Steven Wein-
berg, biologists like Francis Crick, Richard Dawkins or E.O. Wilson, and many
others.? Scientific reductionists provide reasoning that, they claim, shows reflec-
tion on compositional explanations leads from everyday reductionism to their more
robust scientific reductionism position. I detail the guiding picture of nature that
results under scientific reductionism, one where there are nothing but parts, and
collectives of them, but where higher sciences are needed to study collectives of
parts. I highlight how this a picture under which the ultimate parts are the only
determinative entities in nature and the laws about them are the only fundamental
laws—thus implying only fundamental physics illuminates fundamental phenomena
and fundamental laws of nature.

Against this empirical and theoretical background, in Part 4, we can finally appre-
ciate the core ideas of scientific emergentism in its Mutualist position that allows
a whole, and its parts, to be mutually determinative. This picture grows from the
findings of everyday reductionism, and Challenging Compositional cases, about the
behaviors of the parts in wholes. Crucially, Mutualism accepts that “Parts behave
differently in wholes”, but this then allows the scientific emergentist to argue that
“Wholes are more than the sum of their parts” because such wholes sometimes down-
wardly determine their parts. Furthermore, I note how appreciating Mutualism shows
the key parsimony argument of scientific reductionism is invalid, hence blocking the
main theoretical reasons commonly used to dismiss “emergence”.

Perhaps more importantly, I then detail how, as well as theoretical implications,
Mutualism has substantive import for scientific practice both globally and locally.

3 Crick (1966), Weinberg (1994, 2001) and Wilson (1998).
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To begin, in Part 5, I outline how Mutualism globally underpins a new guiding
picture of nature sharply contrasting in its practical import with that of the scientific
reductionist. For example, I detail how this new Mutualist picture accepts that there
are many compositional levels of parts and wholes in nature to explore, rather than
just parts and collectives of them. And how Mutualism opens up the possibility of
fundamental phenomena, laws and research at many of these levels of nature, and
hence as the focus of many sciences beyond physics, rather than just at the level of
ultimate parts.

Moving from the global to the local, in Part 6, I sketch how Mutualism offers
a new class of “Mutualist” models and explanations positing relations of whole-to-
part determination that offer help in Challenging Compositional Cases and other
ongoing investigations. I highlight how Mutualist models and explanations supple-
ment causal and compositional models, hence adding to everyday reductionism rather
than burning it down. And I note that researchers are now exploring whether such
Mutualist models are successful, or even the best models available, in various ongoing
cases from superconductors to neural populations.

1 The Wave of Compositional Explanations
from the Scientific Revolution Onwards

Compositional explanations have been one of the main engines of the sciences since
the Scientific Revolution, transforming our understanding of nature. Philosophers of
science have used a range of terms for compositional explanation, including “reduc-
tive explanation”, “functional explanation” or “constitutive mechanistic explana-
tion”.* Let us consider just a few examples of compositional explanation drawn
from physiology, cell biology and molecular biology to appreciate their character.
In response to the question “Why did the muscle contract?” two good answers,
in certain contexts, are based around the model in Fig. 2 and are “The cell fibers
contracted” or “The myosin crawled along the actin”. This is the one species of
compositional explanation widely acknowledged by philosophers of science where
we explain an activity of a whole using a compositional relation to activities of parts
in what are often termed “constitutive mechanistic explanations” and which I term
“Dynamic” compositional explanation.’ We explain the muscle’s contraction at some
time using a compositional relation to the contraction of various cells at that time.
The cells are inter-connected, or “organized”, so as each contracts it pulls on the cells

4 Though neglected, there has been philosophical work on compositional explanation that goes
back at least to early work by Fodor (1968) and Dennett (1969), through Wimsatt (1976), down
to more recent work such as Bechtel and Richardson (1993), Glennan (1996), Machamer, Darden
and Craver (2000) and Craver (2007), amongst many others. See Aizawa and Gillet (2019) for an
outline of some of the various species of compositional explanation.

5 Aizawa and Gillet (2019).
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Fig. 2 A textbook diagram of the sliding filament model of muscle contraction and a Dynamic
compositional model. (From Betts (2013), Chap. 10, Sect. 10.3, Fig. 1)
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to which it is connected and which are also contracting. Hence the contracting cells
compose (or what I term “implement”), and explain, the muscle’s contracting.

There are plausibly other species of compositional explanation. What I have else-
where termed a “Standing” compositional explanation explains a property of a whole
using a compositional relation, what is termed “realization”, to properties of parts.®
For example, in response to the question “Why is the muscle strong?” one could
answer “Because the cell’s each have a certain strength” or an answer focused on
the properties of proteins. For we explain the strength of the muscle, a property of
a whole, using compositional relations of realization to properties of its parts at the
cellular and molecular levels.

Lastly, we should note that when asked “What is a skeletal muscle?” two good
answers (amongst others) in the relevant contexts, are “Bundled muscle fibers”, as
Fig. 3 highlights, or “Organized proteins”. Here the explanadum is a certain whole,
i.e. an individual, the explanans is some group of parts (at a certain “level”) and
the backing relation is the part-whole relation between these individuals. I term this
an “Analytic” compositional explanation where we explain a whole itself using a
compositional relation to individuals that are parts.

All of these explanations are what I shall term “ontic” explanations that work
by representing an ontological relation between entities in the world, the “backing
relation” of the explanation, where the nature of this relation drives these explana-
tions. In addition, these explanations are also all backed by compositional, rather
than causal, relations, since their backing relations all share common ontological
features lacking in causal relations. For example, amongst other singular features,
their backing relations are all synchronous relations, between entities that are in some
sense the same and which involve synchronous changes in their relata.” So we can
see that these are not causal explanations.

As our examples begin to highlight, all of the species of compositional explana-
tion about a common phenomenon are plausibly systematically integrated with each
other.® Furthermore, such explanations are systematically integrated with the related
causal explanations, about connected phenomena, that philosophers of science term
“etiological mechanistic explanations”, amongst others. It is important to remember
this point, since it highlights how scientists often seek, and provide, various inte-
grated causal and compositional models/explanations in tandem about a certain state
of affairs in nature.

Asresearchers piled up compositional explanations of phenomena across all levels
in nature, scientists came to accept that everything in nature is composed by the
entities of physics and hence to endorse this as a guiding picture of the structure of
nature—the view that all individuals, activities and properties are either entities of
fundamental physics or composed by the entities of fundamental physics. Under this

6 Aizawa and Gillet (2019).

7 Elsewhere I have highlighted still further differences between the features of such compositional
and causal relations. See Gillett (2016a), Chap. 2, (2016b), (2020) and (Forthcoming), Chaps. 1-3.
8 See Gillett (Forthcoming) for a more detailed discussion of such integration. We thus have another
example of what Mitchell (2003) terms “integrative pluralism” in multiple, but integrated, models.
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Fig. 3 A textbook diagram of the composition of a skeletal muscle at tissue and cellular levels, and
hence a multi-level Analytic model of it. (From Betts (2013), Chap. 10, Sect. 10.2, Fig. 1)

picture, we have both wholes and their parts, as well as their activities and properties,
which are all compositionally related in various (local) compositional levels down to
the entities of physics. Once we endorse this guiding picture it also entails obvious
methodological guidance—search for compositional explanations of all entities in
nature! Carefully note, however, that such guidance does not exclude the existence
of, or need to provide, other models/explanations as well.

The search for compositional explanations was at the cutting-edge of twentieth
century science and furnished the first great wave of empirical findings I wanted
to highlight in a huge array of compositional explanations across the sciences and
the levels of nature from chemistry on through to neuroscience and physiology.
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As 1 detail below, all working scientists now acknowledge, and seek for, such
compositional explanations/models.

It is therefore important to clarify some terminology. In the sciences, but also
amongst some philosophers, common terms for a compositional explanation are that
itisa ‘reductive’ or ‘reductionist’ explanation and the term ‘reductionist’ is thus often
simply used to refer to someone who seeks compositional explanations (Wimsatt,
2007) who is taken to be pursuing a ‘reductionist methodology’. Unfortunately, as
later sections make plain, on these mundane usages both scientific reductionists
and opposing scientific emergentists are all ‘reductionists’ who all explicitly seek
‘reductionist explanations’ and all endorse ‘reductionist methodology’!

We therefore need a better terminology, so I use the neutral term ‘compositional
explanation’ to refer to the explanations both sides acknowledge as important and
which I have highlighted in this section. When I need to refer to the weaker, and
as we shall see universally endorsed, position espousing the search for composi-
tional explanations I shall refer to ‘everyday’ reductionism. I use the term ‘scien-
tific reductionist’ for the more substantive positions endorsed by writers, like Wein-
berg, Crick, Dawkins, Wilson etc., that I detail in Part 3. As we shall shortly see,
distinguishing everyday reductionism from scientific reductionism is important for
a variety of reasons, but the most obvious is that each supplies a different “guiding
picture of nature” and hence entails very different guidance on what scientific
models/explanations, and methodologies, will be successful.

2 A Second Wave of Findings about Parts: Understanding
Challenging Compositional Cases

In the twenty-first century, and late twentieth century, with the advent of new exper-
imental and theoretical techniques researchers explored a range of aspects of parts
and wholes. In particular, these new techniques have yielded quantitative accounts
of the behaviors of parts within complex wholes from superconductors to cells or
populations of neurons. It is important to emphasize these are all cases where we
have well confirmed compositional explanations and models. So the relevant wholes,
and their properties and activities, are all known to be fully composed—hence there
are none of the new forces or energies, or uncomposed properties, involved with the
type of “emergence” that figured in scientific debates at the end of the nineteenth
century and early twentieth century.

In these cases where we have new quantitative accounts of the behaviors of parts,
a certain kind of situation has become increasingly common. Consider the case of
the proteins that compose a eukaryotic cell discussed in detail by an interdisciplinary
research team consisting of philosophers of science, in Robert Richardson and Achim
Stephan, as well as prominent systems theoretic biologists in Fred Boogerd, Frank
Bruggeman, and Hans Westerhoff (Boogerd et al., 2005). We have a great deal of
evidence about the properties, and behaviors, of such proteins in simple systems
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whether in vitro or elsewhere. In addition, as Boogerd et al. highlight, we have now
also collected quantitative evidence about the activities (and hence properties) of
such proteins when they are actually parts of cells. Researchers like Boogerd et al.
consequently argue that we can now see that the activities of the proteins in cells
cannot be explained using the accounts given for them in simpler systems. That is,
our quantitative account of the behaviors of these parts in cells, combined with our
successful accounts of such proteins in simpler systems, together show that these
parts behave differently than they would if the accounts in simpler systems were
exhaustive in the whole.

Similar arguments have been given across a range of cases. For instance, Robert
Laughlin (2005) plausibly makes such an argument about the behaviors of elec-
trons when they are parts of superconductors. Laughlin takes quantum mechanics to
provide a successful account of the behaviors of electrons in simpler systems and
Laughlin takes us to have quantitative, and highly precise, accounts of the behaviors
of electrons in superconductors. Consequently, Laughlin concludes that electrons
in superconductors behave differently than they would if the accounts in simpler
systems were exhaustive.

The latter are examples of what I will term a “Challenging Compositional Case”
in an example where the following conditions hold:

@) we have successful compositional accounts of a certain whole (and its
activities and properties) in terms of various parts (and their activities and
properties);

(ii-a) we have successful accounts of the relevant parts and their behaviors in
simpler systems;
(ii-b)  we now possess quantitative accounts of the behavior of these parts in the
relevant whole;
and;

(iii)  the behavior of the parts in the relevant whole is apparently different than it

would be if the accounts of this part in simpler systems were exhaustive.

Given (iii), against the background of (i), (ii-a) and (ii-b), such cases pose an obvious
challenge of explaining, or otherwise accounting for, the behaviors of the parts in
the relevant wholes in such.

Such cases also highlight limitations to the guiding picture of nature suggested
by everyday reductionism and it associated methodologies. This guiding picture is
not wrong, since everything in a Challenging Compositional Cases is composed. But
its guidance to seek for compositional explanations no longer provides resources
for moving our understanding of such examples further forward. We already have
compositional explanations for all the relevant entities, but the behavior of the parts
in the relevant wholes still cries out for explanation. So everyday reductionism has
hit a wall in such examples.

Two options for addressing examples like Challenging Compositional Cases loom
large. On one side, one can take the behaviors of parts that are apparently unexplained
by accounts used for simpler systems to be merely apparently problematic in an
epistemic phenomenon—that is, an artifact of our theoretical machinery, rather than
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a feature of the world. In the next section, I outline why scientific reductionism
is forced to adopt this deflationary option about Challenging Compositional Cases
given its guiding picture of nature.

On the other side, we find the possibility that the world, rather than our theorizing,
underlies the situation in Challenging Compositional Cases because parts really do
have a special kind of behavior. As I outline in Part 4, this is the position of scientific
emergentism. So let me frame the activities and powers we are assumed to have
under this emergentist position to differentiate them from the scientific reductionist
alternative. Let us say that we have what I term “differential powers” and “differential
activities/behaviors” when a certain part contributes different powers, and hence
behaves differently, under the condition of composing a certain whole, but where the
part would not contribute these powers, and behave in these ways, if the laws applying
in simpler collectives exhausted the laws applying in the complex collective.’

3 Scientific Reductionism, its Guiding Picture of Nature
and Practical Import

Scientific reductionism grew popular in the sciences as everyday reductionism flour-
ished in the twentieth century. For scientific reductionists, like Weinberg, Crick,
Dawkins, Wilson and others, argue that reflection on compositional explanations,
using a type of ontological parsimony argument, leads to their stronger position. Such
arguments have long attracted thinkers. For example, ancient Buddhists reflecting
on carts being composed of boards, axle and wheels concluded that we should only
accept such parts and reject the existence of a further whole such as a cart. Why?
Because we can putatively explain everything using the parts alone.

The advent of compositional explanations in the sciences makes such reasoning
especially alluring. Consider such an argument applied in the sciences in what I
term the “Argument from Composition” since it claims to be driven by the nature of
composition alone. As we saw in Part 1, a good compositional explanation allows one
to account for the activities or properties of a whole using the activities or properties
of its parts. As we saw, we compositionally explain the muscles contracting using the
movement of its constituent proteins, but not vice versa. Given the nature of compo-
sitional explanations, the reductionist concludes that our successful compositional
explanations mean that we can now account for all the activities and properties of
both parts and wholes using the components alone. But, given this sub-conclusion,

91 should note that I have defined differential powers to leave it open whether their contribution is
determined by a composed entity or other component level entities. I also intend differential powers
to include not only extra powers that add to the powers contributed in simpler collectives, but also
contracted sets of powers excluding powers contributed in simpler collectives. There can also be
mixed cases where differential powers are both added and subtracted.
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the scientific reductionist claims we can then apply the so-called ‘Parsimony Prin-
ciple’ in this case—that is, the principle that when we have two equally explana-
tory hypotheses about some phenomenon, then we should accept the hypothesis
committed to fewer entities. We regularly use the Parsimony Principle in in applica-
tion to scientific hypotheses and in cases of compositional explanation we have two
hypotheses about what entities they concern. On one side, we have the hypothesis
that we have both a whole and its parts (i.e. a muscle plus the proteins). On the
other side, we have the scientific reductionist’s favored hypothesis that we have parts
alone (i.e. the proteins alone). But the latter hypothesis is simpler than the former. So,
applying the Parsimony Principle along with the crucial sub-conclusion, the reduc-
tionist concludes that we should only accept that there are parts alone in any case
of compositional explanation or, famously, that there is really nothing but the parts.
Similar reasoning can be run about the activities or properties of wholes to conclude
there are activities and properties of parts alone.'?

Scientific reductionism thus claims we should adopt a much starker guiding picture
of nature than that of everyday reductionism. But notice that scientific reductionism
is not ultimately left committed to nature as a “dust cloud” of isolated, and unre-
lated, fundamental parts. For the reductionist accepts compositional explanations
and concludes we should only endorse the entities used as the explanans at the “bot-
tom” of such explanations which, rather than being isolated and unrelated parts, are
always collectives of inter-related and organized parts—thus organized, inter-related
proteins (and their activities and properties), like myosin and actin in filaments, are
used to explain the muscle’s contracting. Collectives are not further individuals, since
“collective” is just a name for a group of inter-related parts and parts are thus still the
only individuals. The guiding picture of nature, endorsed by scientific reductionism,
is thus one of isolated parts and collectives of parts of ever increasing scales.

Appreciating its picture of nature illuminates why scientific reductionism accepts that
higher sciences and their explanations are indispensable. Using statistical mechanics
as his example of a higher science, Weinberg tells us that:

The study of statistical mechanics, the behavior of large numbers of particles, and its appli-
cation in studying matter in general, like condensed matter, crystals, and liquids, is a sepa-
rate science because when you deal with very large numbers of particles, new phenomena
emerge... even if you tried the reductionist approach and plotted out the motion of each
molecule in a glass of water using the equations of molecular physics..., nowhere in the
mountain of computer tape you produced would you find the things that interested you about
water, things like turbulence, or temperature, or entropy. Each science deals with nature on
its own terms because each science finds something in nature that is interesting. (Weinberg
(2001), p.40)

Crucially, the scientific reductionist takes higher sciences to coin their own terms
that refer to the larger, and larger, scale collectives of parts that they study. Scientific
reductionists accept we need such higher sciences to study, and express, the truths
about such collectives that cannot be expressed by lower sciences. But the only

10 Some of Jaegwon Kim’s famous arguments about mental causation have a related structure to
the same conclusion. See Kim (1993b) and other papers in his (1993a).



90 C. Gillett

determinative entities are the parts that form such collectives, and hence the only
determinative laws are still solely about those parts in the simplest systems.

This last point comes into clearer focus if we look at a couple of methodological
differences between everyday and scientific reductionism. First, note that everyday
reductionism’s mantra to search for compositional explanations applies at every
level of nature using all manner of techniques. In contrast, we can see why scientific
reductionists argue, under their guiding picture, that fundamental physics and its
experimental machinery, like the supercollider, are specially important (Weinberg,
1994). Under scientific reductionism, fundamental physics, and its experiments, are
the only one’s exploring the determinative laws of nature, since the only entities that
exist are the fundamental parts and hence these are the only determinative entities.
Furthermore, scientific reductionism also assumes that the laws holding of such parts
in the simplest systems exhaust the laws holding of such parts. Consequently, the
laws holding of entities, like quarks or mesons, in the simplest systems extend to
all situations and exhaust the laws holding of such entities anywhere (whether in
complex or simple systems)—and hence exhaust the determinative laws of nature
itself. Scientific reductionists thus conclude that special funding consideration should
be given to experimental machinery of fundamental physics, like the supercollider,
that illuminate these laws.

Second, connected points illuminate what scientific reductionism has to say about
Challenging Compositional Cases. As we have seen, everyday reductionism offers no
productive guidance to move us forward with such examples, since we have provided
all the compositional explanations that we can in such cases. In contrast, scientific
reductionism does offer guidance about such cases. Under scientific reductionism,
the only determinative laws are those in the simplest systems and these laws exhaust
the laws holding of parts in larger and larger collectives. But this means that the
parts in Challenging Compositional Cases, whether electrons in superconductors,
proteins in cells, or neurons in populations, only behave in ways that fall under
the laws holding in simpler systems. Hence the scientific reductionist must argue
that the presently inexplicable behaviors of parts in various wholes in Challenging
Compositional Cases is merely an appearance in an epistemic artifact of our theo-
rizing. For the guiding picture of scientific reductionism is committed to the laws of
parts in the simplest systems exhausting the laws holding of the behavior of parts
wherever they are found—and however hard it may be to understand this. Standard
versions of scientific reductionism are thus left committed to a deflationary approach
to Challenging Compositional Cases.

4 The Mutualism of Scientific Emergentism: The Core Idea

Rather than deflating their significance, scientific emergentism has taken our empir-
ical findings in Challenging Compositional Cases to yield profound insights. As
Laughlin tells us:
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Ironically, the very success of reductionism has helped pave the way for its eclipse. Over
time, careful quantitative study of microscopic parts has revealed at the primitive level at
least, collective principles of organization are not just a quaint side show but everything—
the true source of physical law, including perhaps the most fundamental laws we know.
(Laughlin (2005), p. 208)

In the next section I turn to methodological implications and fundamental laws. But
here we also see the focus of emergentists on quantitative accounts of the behaviors
of parts. Amongst the lessons learned from such empirical findings by emergentists
like Laughlin are, first, that parts can behave differently in wholes, so they really do
have differential behaviors/powers; and, second, that parts behave in these new ways
because the whole (and/or its activities or properties) determines that these parts have
differential powers and the differential behaviors that result.

Here is how Walter Freeman frames the resulting Mutualist picture in the cases in
the neurosciences he focuses upon involving neurons in populations. Freeman tells
us:

An elementary example is the self-organization of a neural population by its component
neurons. The neuropil in each area of cortex contains millions of neurons interacting by
synaptic transmission. The density of action is low, diffuse and widespread. Under the impact
of sensory stimulation, by the release from other parts of the brain of neuromodulatory chem-
icals... all the neurons come together and form a mesoscopic pattern of activity. This pattern
simultaneously constrains the activities of the neurons that support it. The microscopic
activity flows in one direction, upward in the hierarchy, and simultaneously the macroscopic
activity flows in the other direction, downward. (Freeman (2000), pp. 131-132)

Here we have the core idea of Mutualism applied to a concrete case. We have a whole
(and its activities and properties) in a population of neurons upwardly composed by
neurons (and their activities and properties). But at the same time this whole (and
its activities and properties) also downwardly determines (and “constrains”) these
component neurons (and/or their activities and properties) which consequently have
differential behaviors and powers.'!

We should mark that the downward determinative relation from whole to parts is
not a compositional relation, since parts (and their activities and properties) together
usually fill the causal roles of a whole (and its activities and properties). But a whole
(and its activities and properties) cannot fill the causal role of its parts (and their
activities and properties), nor hence compose them. This synchronic determinative
relation is also not a causal one, since it again has features that causal relations
lack such as being synchronous relations, holding between entities that are in some
sense the same and involving synchronous changes in their relata. So we have a
novel, downward, synchronic determinative relation, from whole to parts (and/or
their activities and properties), that I have elsewhere dubbed a “machretic” relation.

11 Strictly speaking, it is most plausibly an “emergent” activity or property of a whole that down-
wardly (machretically) determines that a realizing property of some part contributes a differen-
tial power and hence has a differential behavior/activity. However, for ease of exposition I have
throughout the paper talked about wholes downwardly determining parts. The reader should take
me to mean this more nuanced situation involving an activity or property of a whole when talking
of such whole-to-part determination.
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It is worth noting that under Mutualism wholes have at least two kinds of causal
relations. At their own levels, wholes productively act “horizontally” on other wholes
in thick causal relations of activity—thus a muscle acts upon sinews and bones when
contracting. But, in addition, when we have such machretic relations at a time, where a
whole (or more precisely one of its properties or activities) determines some property
of a part contributes a differential power, then over time we will have thin causal
relations (such as relations of manipulability) between the whole (and/or its relevant
activity or property) and the differential behavior of the part that results from this
power at some later time.'> Removing the activity or property of the whole will
remove the differential power of the part and hence the differential behavior. So
machresis between whole and parts (or their activities and properties) at a time leads
to thin downward causal relations over time between the whole (or its activities and
properties) and differential behaviors of parts of this whole. Machresis thus always
results in a species of thin downward causation and many scientific emergentist frame
their views around such “downward causation”.!?

At this point, many philosophers object that this kind of situation is incoherent
for various reasons.'* Most commonly, philosophers and scientists seek to use the
Argument from Composition, or related arguments about mental causation (Kim,
1993b), to conclude that we should never accept a whole is both composed and
causally efficacious—and hence should not accept anything like Mutualism under
which wholes are determinative in various ways, including causally. However, once
we appreciate Mutualism, we can see that such arguments are plausibly invalid when
they proceed from the assumption of compositional relations alone, rather than also
assuming stronger claims like the Completeness of Physics.

Recall that the crucial sub-conclusion of the Argument from Composition is that in
cases of comprehensive compositional explanation using parts alone accounts for, or
explains, everything at the higher and lower level. However, when we have differential
behaviors and powers of parts, and Mutualism is true, although all wholes (and their
activities or properties) are the subjects of successful compositional explanations,
we still cannot account for all the behaviors and powers of individuals solely using
parts or their activities/properties. For the differential behaviors and powers of parts
have not been explained. In this type of case, the premise that we have compositional
explanations is true, but the sub-conclusion that we can explain everything with parts
alone is false—so we can see that the Argument from Composition is invalid and
similar points hold for related forms of Kim’s argument about mental causation.

Scientific reductionists, and other proponents of reasoning like the Argument
from Composition, have locked themselves into the assumptions, first, that the parts
in wholes never in principle need explanation beyond that offered in simpler systems.
And, second, that we only ever have upward determination. But these researchers thus

12 Thick causal relations are usually relations of activity. In contrast, thin causal relations are
captured by manipulability or difference-making accounts that require not such relation of activity
between their relata.

13 For more discussion, see Gillett (2020) and (2016a), Chap. 7.

14 Gillett (2016a), Chap. 7, reviews a range of such concerns and offers rebuttals.
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overlook options that scientific emergentists, like Prigogine, Laughlin, and others,
claim empirical findings, about Challenging Compositional Cases, bring to the fore—
parts can have differential behaviors/powers and the latter can be machretically
determined downwardly by a whole or its activities/properties.

We can therefore see that a mistaken theoretical reason, in an alluring but invalid
argument, has wrongly been used to dismiss natural phenomena that did not fit the
scientific reductionist’s reasoning and hence guiding picture. But, as Laughlin puts
it in our opening passage, “The great power of science is its ability, through brutal
objectivity, to reveal to us truth we did not anticipate”.!> And that power of science
has produced empirical findings that, scientific emergentists argue, reveal the flawed
assumptions, and invalid reasoning, used to justify the standard versions of scientific
reductionism.

5 A New Guiding Picture of Nature and its Implications

Scientific emergentism, through its Mutualist view, offers us a guiding picture of
nature, but is this picture really different from that of “reductionism”? In answering
this question we need to be careful of the ambiguity we have now revealed over
what we mean by “reductionism”, since we actually confront two questions: How is
the guiding picture of scientific emergentism different from that of everyday reduc-
tionism? And in what ways does it diverge from that of scientific reductionism? I
take these questions in turn and show we get starkly different answers.

With regard to everyday reductionism, and the search for compositional expla-
nations, we actually find overlap. As Laughlin explains about his main emergentist
conclusion:

One might subtitle this thesis the end of reductionism (the belief that things will necessarily

be clarified when they are divided into smaller and smaller component parts), but that would

not be quite accurate. All physicists are reductionists at heart, myself included. I do not wish

to impugn reductionism so much as to establish its proper place in the grand scheme of
things. (Laughlin (2005), p. xv)

Once we understand Mutualism, then we can see why Laughlin thinks scientific
emergentists are clarifying the proper place of the search for compositional models
and explanations, rather than abandoning that approach.

The guiding picture of scientific emergentism supplements that of everyday reduc-
tionism. Scientific emergentists take everything to be composed and they continue to
accept that it is productive to search for compositional models and explanations. For
all Mutualist cases are examples of individuals, and their activities and properties,
that are composed by parts, and their activities and properties. But under Mutualism
we have added the possibility of downward determinative relations of machresis
at a time, and consequent thin downward causal relations over time, alongside the
upward compositional relations endorsed by everyday reductionism.

15 Laughlin (2005), p. xvi.
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As I detail in the next section, these additions provide new resources under scien-
tific emergentism to engage the cases where everyday reductionism hits a wall.
However, let us now consider the differences with the guiding picture of scientific
reductionism and its methodological advice. One place to highlight such differences
concerns the fundamental laws and fundamental research.

As T outlined above, the nature of everyday reductionism, and compositional
explanations, make parsimony arguments alluring. As the scientific emergentist
Philip Anderson cautions us, once we accept everyday reductionism:

It seems inevitable... [to accept] what appears at first sight to be an obvious corollary of
[everyday] reductionism: that if everything obeys the same fundamental laws, then the only
scientists who are studying anything really fundamental are those working on those laws...
This point of view... it is the main purpose of this article to oppose. (Anderson, 1972, p. 393)

Here we see one of the key contentions of scientific reductionism that its stronger
conclusions follow from everyday reductionism. But why does Anderson claim this
conclusion is mistaken? Once again focusing on our more detailed empirical findings
about the behavior of the parts in wholes, Anderson claims that:

The behavior of large and complex aggregations of elementary particles, it turns out, is not to
be understood in terms of a simple extrapolation of the properties of a few particles. Instead,
at each level of complexity entirely new properties appear, and the understanding of the
new behaviors requires research which I think is as fundamental in its nature as any other.
(Anderson, 1972, p. 393)

As we have seen, scientific emergentists contend that the behaviors of parts in wholes
are not those these parts would have if the accounts, and laws, in simpler systems were
exhaustive. Instead, parts are claimed by scientific emergentists to have differential
behaviors determined by wholes (and/or their activities or properties) and hence
covered by new fundamental laws applying within certain wholes. Laughlin tells us:

From the reductionist standpoint, physical law is the motivating impulse of the universe. It
does not come from anywhere and implies everything. From the emergentist perspective,
physical law is a rule of collective behavior, it is a consequence of more primitive rules
of behavior underneath (although it need not have been), and it gives one predictive power
over a limited range of circumstances. Outside this range, it become irrelevant, supplanted
by other rules that are either its children or its parent in the hierarchy of descent. (Laughlin
(2005), p. 80)

Under Mutualism, we thus have a complex array of fundamental laws covering
parts and their behaviors: some hold in simpler systems but other fundemental
“organizational” laws only hold of these parts in certain wholes.

Such laws deserve much more discussion which I have pursued elsewhere (Gillett
(2016a), Chap. 7). But for our purposes here we begin to see a stark methodolog-
ical difference that results from the guiding pictures of scientific reductionism and
emergentism. Under scientific reductionism, fundamental physics has a monopoly
on fundamental phenomena, research and laws. But under the guiding picture of
scientific emergentism, as Anderson emphasizes, many sciences, studying nature
at many levels, can be investigating fundamental nature phenomena, exploring the
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“frontiers” of fundamental research and discovering fundamental laws (Laughlin
(2005), pp. 5-8).'6

6 New Models and New Explanations: Resources
for Challenging Compositional Cases and Beyond

Finally, let us return to local concerns and concrete scientific examples. We can now
appreciate how the new guiding picture of nature of scientific emergentism supplies
novel resources in such examples. As we saw with compositional explanations, we
often give ontic explanations that explain natural phenomena by representing deter-
minative relations in nature that result in the phenomena to be explained. To take
another example, causal explanations represent various kinds of causal relation to
provide ontic explanations. The foundational point is that such explanations work by
representing ontological relations in nature. But Mutualism recognizes novel deter-
mination relations in nature in various kinds of machretic relation. Hence Mutualism
allows a new class of models and explanations representing, and backed by, these
new relations.

For example, under Mutualism one can now offer models and explanations that
posit either machretic relations from wholes (or their activities or properties) to
parts (or their activities or properties) at a time, or that posit thin, downward causal
relations between these entities over time that result from such machretic rela-
tions. We could use the terms “whole-to-part”, “machretic” or “downward causal”
models/explanations for these various scientific products, but let me here simply dub
them all “Mutualist” models/explanations given their connection to Mutualism.

Such Mutualist models/explanations may take all manner of forms. For instance,
one can posit models representing machretic relations or thin downward causal
relations. And one can construct models which variously take such relations to
have individuals, activities or properties as relata. So these models can vary
in their posited ontology. Furthermore, one can use different representational
formats for such models. Thus one can use non-linear dynamics to articulate such
models/explanations, but one can also use new network models/explanations to do
the same. And a host of other mathematical and representational formats can be used
to the same end.!’

It is important to note that all of these representational formats can be used to give
other models/explanations than such Mutualist ones. What is crucial is the intended,
and/or the most plausible, interpretations of such successful applications of non-
linear dynamics, network models, and so on. In each case, and for each application
in this example, it is a substantive task to show either that researchers intend their

16 For a more detailed discussion of the new methodologies under scientific emergentism se Mitchell
(2009).

17 See Juarrero (1999) for discussion of some of these Mutualist models and their features.
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model to be a Mutualist one, or to show that some successful model is most plausibly
interpreted as representing Mutualist relations.

It is therefore very much an ongoing question where Mutualist models/explanation
may be productively applied and also an open issue where recent successful scientific
work supports the existence of Mutualist scenarios in nature. My goal here is not to
explore or resolve such questions, though elsewhere I have tried to begin to clarify
what is involved in addressing them.'® Instead, my focus has been on illuminating
the Mutualist revolution and how the new guiding picture of scientific emergentism
offers resources to researchers at the cutting-edge of science. And we have now
found this to be the case. To properly see this, let us briefly return to Challenging
Compositional Cases.

The key point is that we can supplement causal and compositional
models/explanations in Challenging Compositional Cases with Mutualist
models/explanations in the attempt to account for the behaviors of parts in the relevant
complex wholes. Thus we can offer models positing machretic relations between a
whole (or its activities or properties) and differential behaviors/activities or powers
of a part or its property. Similarly, we can offer associated models positing a variety
of thin, downward causal relations from wholes, or their properties and activities,
to differential behaviors of parts. Machretic, and/or downward causal, relations can
thus offer new models and explanations to understand such differential behaviors of
parts. Note that such Mutualist models/explanations will be integrated with causal and
compositional models/explanations, so these Mutualist models/explanations supple-
ment, rather than supplant, the resources provided by everyday reductionism and
other existing approaches.

Mutualist models thus offer researchers new resources in cases where we saw
everyday reductionism has hit a wall. As Laughlin emphasized in an earlier passage,
scientific emergentism is thus both broadening our methodological tool-kit and also
putting compositional models/explanations in their proper place as one amongst a
number of useful kinds of ontic model/explanation.

7 Conclusion

It bears emphasis that scientific research on Challenging Compositional Cases is very
much ongoing. It is an open question whether Mutualist models and explanations,
for example, provide the best accounts of electrons in superconductors, or proteins
in cells, or a host of other cases. And it is a difficult connected, and ongoing, issue of
whether successful approaches in such cases, for example using non-linear dynamics,
network models, and so on, are best interpreted as being examples of Mutualist
models or not. Thus it remains to be established whether we really have differential
behaviors or powers in Challenging Compositional Cases.

13 See Gillett (2016a), Chaps. 8 and 9.
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I should also note that scientific reductionists can rework their views even if they
accept parts have differential behaviors and powers. Here I have discussed the stan-
dard, or what I term “simple”, version of scientific reductionism. But elsewhere 1
have sketched how one can revise scientific reductionism in what I term a “condi-
tioned” version that accepts parts have differential behaviors and powers, but takes
such differential behaviors/powers of parts to be determined, and hence explained,
solely by other parts."” The conditioned variant of scientific reductionism offers
novel models and explanations that can also potentially be used to gain traction
with Challenging Compositional Cases. Consequently, both simple and conditioned
scientific reductionist approaches need to be engaged by scientific emergentists, as
relevant rivals, when they defend their treatments of various concrete cases.?’

However, my focus here has not been on the new options for scientific reduc-
tionism. My goal has been to illuminate the exciting revolution that scientific emer-
gentists have been working to achieve in so many areas of the sciences. Scientific
emergentism, through its novel Mutualist guiding picture of nature, broaches new
whole-to-part relations in the natural world, whether machretic relations at a time or
thin downward causal relations over time. Consequently, the scientific emergentist’s
guiding picture of nature offers fresh resources for researchers in models and expla-
nations backed by these novel relations. One can only be excited to see how, over
coming decades, these new Mutualist models and explanations perform for us at the
frontiers of science.
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Causation in Buddhist Philosophy )
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Graham Priest

1 Introduction

Causation, as Mackie puts it in the title of his book,! is the cement of the universe.
But how it holds the universe together, well, that’s another matter. In particular, do
the causal powers of things reduce to those of their parts, or is causation a more
holistic matter?

The point of this paper is to discuss the Buddhist view of the matter—or better,
Buddhist views. For Buddhist philosophy is no one thing, and though the different
Buddhist schools typically agree on some things, there is a wide divergence of views
on matters physical/metaphysical, causation included. The paper is not a survey of
Buddhist views on the issue at hand. That would required a scholarly and inordinately
longer paper. What I will do is describe the views of some important Buddhist schools,
which will illustrate the wide variety of views that have been endorsed.

Nor is the point here to try to adjudicate the differences. Again, that would require
amuch longer philosophical treatise. My aim is simply to show the variety. In partic-
ular, we will look at three very distinctive views. The first is the Indian Abhidharma
view. The second is the Madhyamaka view. This is Indian too, though it had an enor-
mous impact on all subsequent Mahayana views—which include all the Chinese
Buddhist views. The third is the Chinese Huayan view.

' Mackie (1980).
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I shall make some comments on the connection between these schools of thought.
But those who seek an account of the history and geography of Buddhist philosophy
must look elsewhere.?

2 Background

2.1 Holism and Reductionism

First, however, some general background. The notions of reductionism and holism are
somewhat vague, and tend to be used in different ways. In his article in the Stanford
Encyclopedia of Philosophy, Healey usefully defines methodological versions of
these notions as follows>:

e Reductionism: An understanding of a complex system is best sought at the level
of the structure and behavior of its component parts.

e Holism: An understanding of a certain kind of complex system is best sought at
the level of principles governing the behavior of the whole system, and not at the
level of the structure and behavior of its component parts.

These glosses, focussing on the notion of understanding, will serve our purpose here.

2.2 Causation

To understand something is to grasp its whys and wherefores. And in the case of the
world of space and time, that means, of course, understanding causation.*

Causation is of many kinds, however. To see this, let us turn, not to Buddhism,
but to Aristotle. As is well known, in his Physics, Aristotle distinguishes between
four kinds of causation. In his own words’:

...we must proceed to consider causes, their character and number. Knowledge is the object

of our inquiry, and men do not think they know a thing till they have grasped the ‘why’

of it (which is to grasp its primary cause). So clearly we too must do this as regards both

coming to be and passing away and every kind of natural change, in order that, knowing
their principles, we may try to refer to these principles each of our problems.

He then proceeds to describe the causes of an object as of four kinds, illustrating
with respect to a bronze statue:

2 A brief account can be found in Priest (2014), pp. xxiii—xxiii. Much fuller accounts can be found
in Carpenter (2014), Mitchell (2002), and Williams (2009).

3 Healey (2016).

4 For Buddhism, the world of space and time is the whole world. Buddhists of all stripes are
nominalists about universals, and accept no abstract objects.

5 Physics 194216-194°23. Translation from Barnes (1991).
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e Material cause: the matter of which the thing is made; in this case the bronze.

e Formal cause: the form into which the material is shaped; in this case the form of
a statue.

e Efficient cause: the process by which the statue comes into being; in this case, the
working of the artificer.

e Final cause: the end for which the statue was made; perhaps, in this case, to produce
an object of worship.

All of these causes are at work in Buddhist philosophy, though only the first three
will be part of our story here.°

3 Abhidharma Buddhism

3.1 Pratityasamutpada

These matters clarified, let us now turn Buddhism itself.

Buddhist thought can traced back to the ideas of the Buddha (awakened/
enlightened one), Siddhartha Gautama (fl. 6 or 5 ¢. BCE); and causation is cen-
tral to these. Buddhist thought provides what one might think of as an analysis of the
human condition: its unsatisfactory (duhkha) nature, the causes of this, and how to
ameliorate things. An important part of the story is that everything is in a causal flux.
Things come into existence when causes and conditions are ripe, maintain them-
selves in a state of causal interaction for a time, and then go out of existence when,
again, causes and conditions are ripe. Everything is impermanent (anitya). As one
of the siitras puts the matter of causation’:

‘When this is, that is.
From the arising of this comes the arising of that.
‘When this isn’t, that isn’t.

From the cessation of this comes the cessation of that.

The causal flux is termed pratityasamutpada (dependent origination/arising). The
causation involved here is clearly efficient causation.

3.2 Dharmas

Other aspects of causation emerged in detail a little later. In the 500 years after the
Buddha, a number of schools of Buddhist thought arose. These are known as the
Abhidharma (higher teaching) schools.®

6 In Buddhism, there is an appropriate final cause, the attainment of nirvana. But this cause belongs
to Buddhist soteriology, not metaphysics.

7 Thanissaro (2005).
8 On these, see Ronkin (2018).
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It seems fairly obvious that the things we meet with in the normal course of
events (including people) are composed of parts. My body has arms and legs; my
perception contains sights and sounds; my car has wheels and a chassis. Those parts
can themselves have parts. For example, my arm has a hand, an elbow. And those
parts can themselves have parts. Thus, my hand has five fingers.

If we take some object, and consider its parts, their parts, the parts of these...
and so on, must we come ultimately to partless parts—things which are simple,
and themselves without parts? The Abhidharma philosophers said ‘yes’. It would
seem that if the parts of parts went on for ever, there would ultimately be nothing
there—which there obviously is.

The Abhidharma philosophers called these ultimate parts dharmas.” Dharmas are
the ultimate building blocks of reality, its atoms. They do not depend for being what
they are on their parts (obviously) or anything else. They have svabhdva. Literally
this means something like self-being, or self-nature. Perhaps the best translation into
English is intrinsic nature, though it is common to see the word translated (somewhat
misleadingly) as essence. Note that the dharmas are in the flux of pratityasamutpada
as much as anything else. They interact causally with other dharmas, and themselves
come into and go out of existence.

All the Abhidharma philosophers agreed that there were different kinds of
dharmas—for example, physical and mental—though there was some disagreement
about their exact nature. Perhaps the most common view was that they are tropes,
that is, particular instantiations of universals, such as the redness of this cherry, or
the painfulness of this experience.'” Whatever they are, however, they are the things
that are ultimately real.

The objects of our normal experience, by contrast, are simply bunches of dharmas
arranged in a certain way. So, a table is just a bunch of atoms “arranged table-wise”;
and a person is a bunch of atoms “arranged person-wise”. Certain bunches of atoms
have a causal continuity which gives them an important role in our lives: trees, houses,
indeed people themselves. It is therefore useful to single those out with particular
concepts, such as house, person, or White House, Donald Trump.

Hence there are two kinds of reality: an ultimate reality (paramartha satya),
comprising the dharmas, and a conventional reality (samvrti satya) comprising the
conceptual constructions made from these things.'!

9 Note that the word dharma has many different uses in Buddhist philosophy. Literally it means
something like: that which is established or firm.

10 gee, e.g., Ganeri (2001), chap. 4.

! Further on this picture, see Siderits (2007), Chap. 6. The Sanskrit word sarya may be translated
both as reality and truth. ‘“Truth’ is the more usual scholarly translation; but in the present case, I
think that ‘reality’ is definitely better. Note also that a distinction between a conventional reality
and an ultimate reality goes all the way back to the earliest stages of Buddhism. The Abhidharma
philosophers give it a distinctive metaphysical twist, however.
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The whole situation is summed up by Vasubandhu (fl. 4th or 5th c. CE) in late
Abhidharma text, AbhidharmakosSa-Bhasya (Commentary on the Treasury of Abhid-
harma) as follows!?:

The Fortunate One has... declared two truths, (1) conventional or relative truth (samvritisatya)
and (2) absolute truth (paramarthasatya). What are these two truths?...

If the cognition of a thing disappears when this thing is broken into parts, this thing exists
relatively or conventionally. An example is a pitcher, for when the pitcher is broken into
shards, the cognition of a pitcher disappears, or does not arise.

If the cognition of a thing disappears when the [(constituent) factors of this thing] are mentally
removed, this thing too should be regarded as existing relatively or conventionally. An
example is water, for when—with respect to water—we [mentally] take and remove the
factors, such as visible form or color, etc., the cognition of the water disappears or does not
arise.

To these things, e.g., pitcher, clothes, etc., water, fire, etc., different names or notions are
given from the relative point of view or in accordance with conventional usage. Thus, if one
says, from the relative or conventional point of view: “There is pitcher, there is water”, one
speaks truly, one does not speak falsely. Hence this is relative or conventional truth.

That which is other than this is absolute truth. Therein, even when a thing is being broken—
or [likewise, even if its (constituent) factors] are mentally removed, and the cognition of
this thing continues, then this exists absolutely. For example, visible form: for, therein,
when a visible [thing] is broken into atoms or infinitesimal particles and when taste and the
other factors have been mentally removed, the cognition of the intrinsic nature [svabhaval)
of visible form persists. Sensation, etc., is also to be seen in the same way. As this exists
absolutely, this is absolute truth.

3.3 Reflections on Causation

Before we move on the the next Buddhist school of philosophy we will meet (Mad-
hyamaka), let us pause for a few philosophical reflections.

First, we have been talking about parts and wholes—mereology. During the last
century, starting with the work of Husserl and Le$niewski, this has become a well-
developed part of formal logic.!® In this, there is an operation called mereological
sum or fusion. To illustrate: if you take all my parts and fuse them together you get
me. If you take the four movements of Beethoven’s 9th Symphony, you get the whole
symphony. There is a standard debate in mereology as to when a bunch of things have
a fusion. Some philosophers hold that any bunch of objects fuse to form a whole,
though this may be a strange one. Some deny this. Thus, consider an incongruous
bunch of objects such as: the Eiffel Tower, the Buddha’s left earlobe, and Jupiter.
These, it is held, have no fusion. To have a fusion, a bunch of objects must have a
certain coherence—though how best one might understand this, is somewhat unclear.

12 De La Vallée Poussin et al. (2012), Vol. 3, pp. 1891-2. T have removed many of the Sanskrit
glosses. ‘Fortunate One’ is an honorific for the Buddha. In what follows square brackets contain
translator’s interpolations unless otherwise noted.

13 For a general account, see Varzi (2016).
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Now, in Abhidharma, the objects of conventional reality may naturally be thought
of as the fusion of their dharmic parts, and the dharmas that fuse to form a whole are
precisely those which fall under some concept, such as person or Graham Priest. The
concepts to be deployed here are those of common sense, or perhaps its theoretical
developments. But it seems clear that there is no natural concept which unifies the
dharmas in our trio of incongruous objects. The Abhidharma philosophers would
therefore have agreed with the modern philosophers who hold that not all bunches
of things have a fusion.

Next, we had already met the notion of efficient causation in Buddhism. We have
now also met the notions of material cause and formal cause. Given an object of
conventional reality, its dharmic parts are its material cause. The concept which
unifies its parts is its formal cause. This is not exactly an Aristotelian form, but it
does the same job of forming the matter into an object of a certain kind.'*

Finally, the notion of causation involved in the Abhidharma metaphysics is clearly
reductionist. The only complexes are the objects of conventional reality. Our concepts
pick out their dharmic parts, their matter; and efficient causation works on these. An
understanding of the behaviour of the objects of conventional reality is therefore to
be found at the level of their component parts.

4 Madhyamaka Buddhism

4.1 Emptiness

Let us move to our next Buddhist school.

Around the turn of the Common Era, a new form of Buddhism arose,
Mahayana (Greater Vehicle). This had a quite different metaphysical picture of the
world. In fact, there are several different Mahayana Buddhisms: two major ones in
India, and all of the East Asian Buddhisms. However, it is just one of these on which
we will concentrate here, Madhyamaka (Middle Way).

The basis of this was laid out by Nagarjuna (fl. Ist or 2nd c.) in his
Milamadhyamakakarika (MMK, Fundamental Verses of the Middle Way), which
was to exert a profound influence on all Mahayana Buddhisms.'? In this, Nagarjuna
launches an attack on the older metaphysics. In particular, he argues that there are no
such things as dharmas in the sense that the Abhidharma philosophers held, namely,
things with svabhava. Everything is empty (siinya) of intrinsic nature. Everything,
that is, is what it is, not in and of itself, but only in relation to other things.

Of course, for the Abhidharma philosophers, the objects of conventional reality
are what they are only in relation to their parts and our concepts. A central part of
Nagarjuna’s attack was to broaden this picture by adding efficient causation to the

14 See Priest (2014), Chap. 3. Moreover, if the dharmas are tropes, these are exactly instances of
Aristotelian forms—without any matter.

15 On Nagarjuna, see Westerhoff (2018). On Madhyamaka in general, see Hayes (2019).
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list. For the Abhidharma philosophers, the efficient causes of something determine
that it is, but now what it is. In Madhyamaka thought it does. Thus, to illustrate, an
acorn is what it is (in part) because it grows on an oak tree, and generates further oak
trees. If it grew on bicycles and produced, not oak trees, but goldfish, it would hardly
be an acorn. These are matters of efficient cause and effect. In Madhyamaka, then,
everything is what it is in relation to is parts, causes and effects, and our concepts.

Given this picture, it would have been natural, one might think, for Nagarjuna to
jettison the notion of ultimate reality altogether. But whether because of respect for
his tradition, or for some other reason, he does not. He is as clear as his predecessors
that there are two realities (MMK XXIV: 8-10)'°:

The Buddha’s teaching of the Dharma
Is based on two truths:
A truth of worldly convention

And an ultimate truth.

Those who do not understand

The distinction between these two truths
Do not understand

The Buddha’s profound truth.

Without a foundation in conventional truth
The significance of the ultimate cannot be taught.
Without understanding the significance of the ultimate

Liberation cannot be achieved.

What conventional reality is, for Nagarjuna, is clear enough. As for the Abhidharma
philosophers, it is the world of our familiar experience. But what the ultimate reality
of an object is, is much less clear.

He refers to this as emptiness (Sinyata); and two things about it, anyway, seem
clear. The first is that it is as empty as anything else. In perhaps the most famous
verse of the MMK (XXIV: 18), he says:

That which is dependent origination
Is explained to be emptiness.

That, being a dependent designation,
Is itself the middle way.

To give the standard explanation: the (conventional) things in the flux of
pratityasamutpada are empty (of svabhava). Emptiness is, however, itself empty
(dependent for being what it is on other things). Thus all things are neither non-
existent nor are they what they are in and of themselves. The truth steers between
these two extremes.

16 Translations from the MMK are from Garfield (1991). Note that ‘Dharma’ here means Buddhist
doctrine.



106 G. Priest

Of course, this raises the question of what it is that the ultimate reality of some-
thing itself depends on. Nagarjuna is silent on the matter, but there isn’t much for it
to depend on except conventional reality. Sometimes this relationship between the
conventional reality of an object and its ultimate reality is likened to that between
the two sides or a coin. One cannot have the one without the other. And each, as
it were, delivers a different aspect of the same thing. As Candrakirti (fl. 7 c.), the
most influential commentator on Nagarjuna in the Tibetan tradition, puts it in his
Madhyamakavatara (Introduction to the Middle Way)"":

The Buddhas, who have an unmistakable knowledge of the nature of the two truths, proclaim
that all things, outer and inner, as they are perceived by two kinds of subject (deluded
consciousness on the one hand and perfectly pure wisdom on the other), possess a twin
identity... They say that the object perceived by authentic primordial wisdom is the ultimate
reality, whereas the object of a deluded perception is the relative truth.

The other thing that Nagarjuna appears to be clear about is that the ultimate reality
of something is ineffable. Thus, he says in the dedicatory verses of the MMK:

I prostrate to the perfect Buddha,
The best of all teachers, who taught that
Whatever is dependently arisen is

Unceasing, unarisen.

Not annihilated, not permanent,

Not coming, not going,

Without distinction, without identity
And free from conceptual construction.

Of course, the whatever in question is the ultimate aspect of something in the causal
flux. Its conventional aspect is clearly dependent on conceptual construction—that
is one of the things that makes it conventional. And given that, it can be described by
those concepts. That concepts are constitutive of conventional reality is, presumably,
the reason why the ultimate cannot be described, though Nagarjuna is not explicit
on the matter.

It is worth noting, however, that Nagarjuna’s view that the ultimate is ineffable is
not idiosyncratic. He is just being faithful to the siitra literature. Thus, for example,
in the Vajracchedika Siitra (Diamond Siitra) one of the most important Mahayana

stitras, we have'®:

[The Buddha said]: Subhiti, words cannot explain the real nature of the cosmos. Only
common people fettered with desire make use of this arbitrary method.

Ultimately, then, things are ineffable.

17 Padmakara Translation Group (2004), p. 192.
18 Price et al. (1990), p. 51.



Causation in Buddhist Philosophy 107

4.2 The Structure of Emptiness

So much for exegetical matters. Again before we turn to the next Buddhists school
we will meet (Huayan), let us pause for some philosophical reflections.

The objects of conventional reality are, as we have seen, empty of intrinsic nature.
Thatis, an object is what it is only in virtue of its relations—mereological, conceptual,
and (efficiently) causal—to other things. In other words, anything which bore exactly
those relations to those things would be that very object. Or, to put it another way,
its identity is determined by its locus in a network of relations.

One may illustrate with a diagram. Take some object, and suppose that it is rele-
vantly related to three objects: to a by the relation «, to b by g, and to ¢ by y. We
may depict matters thus:

a

VAR
S

Cc

The circle, o, marks the locus of the object in this network of relations. And anything
that occupied that locus would be that very thing.'”

Of course, what is true of the object located at o is true of the objects a, b, and
c themselves, since they, too, are empty. So we may “expand” them in the same
way—taking the number three, again, for the sake of illustration. This time I omit
the labels of the relations, to avoid clutter:

19 Note that relationships have a direction, from subject to object. Thus consider the relationship
of killing. There is a big difference between Brutus killed Caeser and Caesar killed Brutus. I have
indicated the direction of the relationship in the diagram with an arrow. In the diagram, all the
arrows point in the same direction. One can do this for the following reason. Every relation has
a converse, which can be used to express the same thing. Thus, the converse of kill is be killed,
and one can say, indifferently, Brutus killed Caesar, and Caesar was killed by Brutus. Hence one
can always always choose whichever of a relation and its converse it is which points in the right
direction.
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And of course, the same is true of the various as, b’s and cs. So we can repeat the
process, and keep doing so indefinitely. If we do this as often as possible we then
arrive at the following diagram—called by mathematicians a tree.

Our original object has become the root (i.e., first node) of the tree. And any branch
of the tree—that is, any route from the object following a path of arrows all the way
along—is infinite. The structure of the causal relations in the tree gives, as it were,
the metaphysical structure of the original object.

4.3 Reduction and Holism Again

And what does this tell us about reductionism and holism concerning causation in
Madhyamaka?

The first thing that might occur to you when you see the metaphysical trees with
the infinite branches is that this is going to generate an infinite regress of explanations,
which is either vicious or makes a reduction impossible.
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Both of these thoughts would be wrong. There is nothing vicious about an infinite
regress of explanations. Thus, the explanation of the existence of Anna could be the
fact that Betty gave birth to her. The explanation of the existence of Betty could be
the fact that Cathy gave birth to her. The explanation of the existence of Cathy might
be the fact that Dorothy gave birth to her... and so on indefinitely. Of course, one
might not think that actual human history is infinite in this way, but there is nothing
logically impossible about this. In fact, traditionally, Buddhist thought indeed took
the universe to be infinite in time past.

Nor is there anything about the regress which makes reduction impossible. Even
if explanations ultimately cash out in terms of some some fundamental mereological
level, the behaviour of the objects at that level might have a regress backwards in
time of the kind involving Anna, Betty, Cathy, and so on.

Where the causal structure of Madhyamaka is relevant is this. In the reductionism
of Abhidharma, causation is ultimately at the level of dharmas. These are simple. At
this level, there are no wholes, and so there is no question of holistic explanations.
In Madhyamaka, if one talks of explanation, this has to be at the conventional level,
since we can say nothing about the ultimate level. And at the conventional level,
there are complex wholes—the objects of our familiar experience, such as cars and
people. Since there are wholes, there is a possibility of holistic explanation.

And prima facie there do appear to be such explanations. Thus, one might explain
the melting of a polar cap in terms of changes to the ecosystem, of which the behaviour
of the polar cap is a part. Or one might explain the fact that someone sold their shares
in terms of the fact that there was a run on the market, of which the person’s behaviour
is a part.? Of course, it might be that on closer inspection such explanations can be
reduced to non-holistic explanations. However, this is ultimately a matter for scien-
tific investigation, and not to be settled by abstract metaphysical considerations. The
point is simply that Madhyamaka metaphysics is compatible with both reductionism
and holism. It does not determine which of these features of causation is correct.

5 Huayan Buddhism

5.1 The Net of Indra

The third school of Buddhism that we will look at is the Chinese Huayan (Jap:
Kegon) School.?! (The meaning of the name is not important. It is a translation of
the Sanskrit Avatamsaka meaning flower garland—the name of the sitra the school
took to be of most importance.)

20 Further putative examples occur in quantum mechanics, where distinct particles can be entangled.
This means that one particle of a pair has (say) spin up, in terms of the fact that an observation on
the other member of the pair determined it to have spin down.

21 The relevant Chinese characters for the names in this section can be found in an appendix to the
essay.
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Buddhism (Mahayana) started to go into China around the turn of the Common
Era. There, it met the indigenous philosophies of Confucianism and Daoism. Daoism,
in particular, was to exert a profound influence on its development. By about the 6th
century, distinctively Chinese forms of Buddhism were developing. Huayan was one
of these.?2 Traditionally, the founder and first Patriarch of the school is taken to be
Dushun (557-640), but the most influential thinker is usually reckoned to be the
third, Fazang (643-712). We will also meet the fourth, Chengguan (738-839).

One of the fundamental features of the school—indeed, the one that will be most
important for our purposes—is that it universalises the Madhyamaka claim that any
thing is what it is in virtue of its relationships to some other things. Any thing is
what it is in virtue its relationships to all other things. Indeed, each thing has a very
specific relationship to all other things. Using the metaphor of coins, Fazang puts the
matter as follows>*:

If we take ten coins as symbolizing the totality of existence, and examine the relationship
of existence amongst them, then, according to Huayan teaching, coin one will be seen as
identical with the other nine coins.

The character translated as ‘identical with’ here is ji (Jap: soku). And indeed, in the
vernacular, this means something like ‘is the same as’; but it is clear that the Huayan
philosophers use it in a very specific and technical sense. I will translate it, as is
sometimes done, as ‘interpenetrate’.

The relationship of universal interpenetration is depicted in more detail by perhaps
the most famous metaphor associated with Huayan: the Net of Indra (Yintuoluo
wang). Fazang puts the matter as follows>*:

It is like the net of Indra which is entirely made up of jewels. Due to their brightness and
transparency, they reflect each other. In each of the jewels, the images of all the other jewels
are [completely] reflected. This is the case with any one of the jewels, and will remain forever
so. Now, if we take a jewel in the southwestern direction and examine it, [we can see] that this
one jewel can reflect simultaneously the images of all other jewels at once. It is so with the
one jewel, and is also so with each of all the others. Since each of the jewels simultaneously
reflects the images of all other jewels at once, it follows that this jewel in the southwestern
direction also reflects all the images of the jewels in each of the other jewels [at once]. It is
so with this jewel, and is also so with all the others. Thus, the images multiply infinitely, and
all these multiple infinite images are bright and clear inside this single jewel. The rest of the
jewels can be understood in the same manner.

The god Indra has spread a net through space. At every joint of the net there is a
brightly polished jewel. Each jewel reflects every other jewel; but each jewel reflects
every other jewel reflecting every other jewel, and reflects every jewel reflecting every
other jewel reflecting every other jewel... and so on to infinity. (Like two mirrors face
to face, each reflecting the other ad infinitum.) The jewels are metaphors for the
objects of reality; and the infinite reflection is a metaphor for interpenetration.

220p Huayan, see Van Norden (2019).
23 Huayan wujiao zhang (Treatise on the Five Teachings). Quoted in Cook (1977), p. 2.
2 Treatise on the Five Teachings, quoted in Liu (1982), p. 65.
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5.2 Liand Shi

But how should one understand this metaphor? To do so we must start by going back
to Madhyamaka. As we saw, according the Candrakirti, things have a conventional
aspect and an ultimate aspect which depend on each other.

The notion of the ultimate undergoes an important transformation in Chinese
Buddhism. In Daoist thought, behind the flux of our familiar world there is a single
ultimate ground, dao. The “myriad things” of phenomenal reality are the manifesta-
tions of this. Moreover, dao is ineffable. It cannot be a this, rather than a that, since
it has to become all things. In Chinese thought, the Buddhist ultimate/conventional
distinction becomes identified with the Daoist distinction between dao and its man-
ifestations.>> Given this, every object of conventional reality has exactly the same
ultimate nature (often called Buddha nature, foxing, Jap: bussho). In his Treatise on
the Golden Lion (Jin shizi) Fazang uses the example of a golden statue of a lion
to explain matters. Ultimate reality is like the gold out of which the lion is made.
Conventional reality is like the shapes that the gold assumes in the various parts of
the lion.

We may put the matter in the language of Huayan as follows. An element of
conventional reality is called a shi (thing, fact, object); and ultimate reality is called
li (principle). Li and shi interpenetrate, lishi wuai (the non-obstruction of /i and shi).
Dushun puts the matter as follows in his Meditation on the Dharmadhatu (Huayan
fajie xuan jing)**:

Li, the law that extends everywhere, has no boundaries or limitations, but shi, the objects

that are embraced by /i, have limitations and boundaries. In each and every shi, the /i spreads

all over without omission or deficiency. Why? Because the truth of /i is indivisible. Thus,

each and every minute atom absorbs and embraces the infinite truth of /i in a perfect and
complete manner.

Shi, the matter that embraces, has boundaries and limitations, and /i, the truth that is embraced
[by things], has no boundaries or limitations. Yet this limited shi is completely identical [GP:
Jjil, not partially identical, with /i. Why? Because shi has no substance [GP: svabhaval—it is
the selfsame /i. Therefore, without causing the slightest damage to itself, an atom can embrace
the whole universe. If one atom is so, all other dharmas should also be so. Contemplate on
this.

And in his Treatise on the Golden Lion, Fazang says*':

All phenomena [GP: shi] are in great profusion, and are interfused but not mixed (losing
their identity). The all is [GP: ji] the one [GP: /i], for both are similar in being non-existent
in nature [GP: having no svabhava]. And the one is the all for the relation of cause and effect
are perfectly clear. As the power [of the one] and the function [of the many] embrace each
other, their expansion and contraction are free and at ease.

25 There is much more to the matter than this. Various elements of Indian Buddhist thought con-
cerning Yogdcara and tathagata-garba played an important role in this process; but we need not go
into this here. For some discussion, see Priest (2018), 8.2-8.4.

26 Chang (1972), pp. 144-5. The Dharmadhatu is the realm of all things. In what follows, the
interpolations with my initials are mine.

27 Chan (1969), p. 410.
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Universal interpenetration tells us that shi and shi also interpenetrate shishi wuai
(the non-obstruction of shi and shi). Moreover, they do this because of the their
relationship with /i. In A Hundred Gates to the Sea of Ideas of the Avatamsaka Siitra
(Huayan jing yi hai bai men) Fazang puts this as follows>®:

[A particle of dust] has the characters of roundness and smallness. This is a fact [GP: shi]. Its
nature is empty and non-existent. This is principle [GP: /i]. Because facts have no substance
[GP: svabhava] they merge together in accordance with principle. And because the dust has
no substance, it universally penetrates everything. For all facts are no different from principle
and they are completely manifested in the dust.

As is immediately clear, the lack of substance (svabhava) is playing an important
role in all this. What, exactly, is interpenetration, though? And what has this to do
with the lack of svabhava?

5.3 Interpenetration

A simple way to see this is to go back to our representation of empty objects.”’ As we
saw, the doctrine of emptiness implies that the metaphysical structure of an object
is given by a tree, every branch of which is infinite. Now, as an example, consider a
magnet. Let n be its north pole, and let s be its south pole. The north pole, being a
north pole, depends on the south pole. So the tree for n, looks like this:

S
VAR AR
v b N

where p is whatever the relationship is between two poles. But of course, the south
pole, being a south pole, depends on the north pole. So if we take account of this in
our diagram, we obtain:

S
AUSN
/N
. = .
VAISN

28 Chan (1969), p. 36.
29 The matter is discussed in more detail in Priest (2015) and Priest (2018), Chap. 8.
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The tree for n has the tree for s as a sub-tree, and vice versa. Moreover, as the diagram
makes clear, this feature will repeat itself ad infinitum—just like the images of the
two mirrors facing each other.

n and s intermingle metaphysically in the most intimate fashion. We may take the
way they do so to be interpenetration. That is:

e Two objects interpenetrate [ji] if (the tree for) each is a part of (a tree for) the other.

That two objects interpenetrate is possible only because the branches are infinite—it
could not happen if all branches were finite—and this is so because every object is
empty.

With this understanding of interpenetration, the Huayan conclusions quickly fol-
low. Let us write / for /i and s; and s, for two example shi. Then since [/ is empty,
and interpenetrates with each shi, its metaphysical tree looks like this:

Sy v

s1—>1— sy -

S > 11— 851 ---

N

Sy -

That is, lishi wuai. But exactly the same diagram shows that s; and s, interpenetrate.
That is, shishi wuai.>°

As Chengguan says in his Prolog to Huayan (Huayan jing shu zhu)*':
Because they have no selfhood [GP: svabhava], the large and the small can mutually contain
each other... Since the very small is very large Mount Sumeru is contained in a mustard seed;
and since the very large is the very small, the ocean is included in a hair.

5.4 Reduction and Holism Again

Let us finish by returning to the question of reductionism and holism again. In the
Huayan picture, every element of reality, whatever it is, causally interacts (in our
various senses of causation) with every other every other element.*? Clearly, this is

30 What is going on here is essentially as follows. This relationship of interpenetration is clearly
symmetric. (If a interpenetrates with b then b interpenetrates with a.) And a little thought shows that
it is transitive too. (If @ interpenetrates with b and b interpenetrates with ¢, then a interpenetrates
with ¢.) A sub-tree of a sub-tree is a sub-tree. s; and sy interpenetrate with /. By symmetry, /
interpenetrates with s, and so my transitivity, s interpenetrates with s,.

31 Chang (1972), p. 165.

32 For a discussion of the holism of Fazang’s specifically mereological views, see Jones (2009).
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a very global form of holism. Indeed, the metaphor of the Net of Indra is as striking
a visual depiction of holism as one might wish.

6 Conclusion

Buddhism, as I said at the start, is not one thing. In particular, there are significant
disagreements of a metaphysical kind between different schools of Buddhism. The
causal structure of the cosmos is one such difference.

We have seen this to be the case by looking at the relevant parts of three Buddhist
schools of thought: Abhidharma, Madhyamaka, and Huayan. Abhidharma can be nat-
urally seen as having a reductionist account of causation. Huayan clearly provides
a holist view.>*> Madhyamaka is poised somewhere in the middle—appropriately
enough, for the Middle Way School. Its framework accommodates both reductionist
and holist positions, the actual truth of the matter being determined by the investi-
gations of empirical science.

The question of whether causation is reductionist or holist is, of course, a con-
tentious question in Western philosophy. As we have seen, it is no less so in Buddhist
philosophy.

Glossary of Chinese Characters

Chengguan: &

Dao: J&

Dushun: #1:JIH

Fazang: Ajik

foxing: MM

Huayan: #E&g

Huayan fajie xuan jing: ik L#
Huayan jing shu zhu: 3FEEASHTE

Huayan jing yi hai bai men: HEE#E—i= M
Huayan wujiao zhang: & L&

ji: Bl

Jin shizi: &5+

li: B

lishi wuai: PSR
shi:

shishi wuai: 525k
Yintuoluo wang: [XBE &Y

33 For an explicit contrast of the two schools in this regard, see Jones (2015).
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A Realistic View of Causation in the Real | m)
World s

George F. R. Ellis and Jonathan Kopel

1 Introduction: Reduction, Emergence, and Natures
of Causation

“It’s well known that matter that initially consisted of elementary particles under
certain influence of laws of nature came together, formed life, language and
consciousness, societies, and thereby an ability to question back the matter and
the genesis of all of it.” This is a quite extraordinary process that took place in the
past, going through a series of major evolutionary transitions (Szathméry & Maynard
Smith, 1995) each associated with changes in the way information is stored and trans-
mitted. In this paper, we will look at key aspects of this process of coming into being
of the present world, via the transitions from cosmological to planetary to cellular,
physiological, social, ecological, and engineering realms.

Reductionism and holistic effects Many scientists have approached investi-
gating the natural world through a reductionistic perspective in which natural laws
and objects are understood through their individual components, and all emer-
gence is believed to be a purely bottom-up process. Such an approach gave rise
to successful scientific paradigms, including the atomic theory of matter, statistical
physics, quantum chemistry, molecular biology, and neuroscience that allowed for a
comprehensive understanding of much of the natural world (Ellis, 2021). However,
there remains a gulf in scientific understanding that reductionistic processes cannot
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traverse. As Roald Hoffman succinctly wrote, “I would ask the reader who is a
chemist to think of ideas such as aromaticity, acidity, and basicity, the concept of a
functional group, or a substituent effect. Those constructs have a tendency to wilt
at the edges as one tries to define them too closely. They cannot be mathematicized,
they cannot be defined unambiguously, but they are of fantastic utility to our science”
(Kopel, 2019). As Hoffman correctly notes, there are properties in science that are
caused by the effects of hierarchical structures rather than the individual components
of an object. These holistic effects are enabled by downward causation (Ellis, 2016),
as discussed below.

The nature of life Living systems are open systems that exhibit unique proper-
ties that differentiate them from other material objects: reproduction, development,
metabolism, regulation via homeostasis, and information-based reactivity. These
properties arise from organization in the form of modular hierarchical structures,
which establish interlevel constraints and mutual dependence (Ellis, 2016; Ellis et al.,
2012; Juarrero, 1999; Noble, 2008). Through them they are able to adapt through
variation and selection to perform essential functions for survival. Information use is
key in biology (Nurse, 2008, Davies, 2020) through DNA, RNA, and cell signaling
networks (Berridge, 2012) at the molecular level, and endocrine, sensory, and nervous
systems at the physiological level (Guyton & Hall, 2006), and predicting/planning
at the psychological level. Metabolism enables this all (Peacocke, 1989), and places
limits on what can be accomplished (Brown et al., 2004).

Logical Branching The related key step that separates life from physics is when
logically controlled branching dynamics occurs. This is of the form

IF T(Xi)THEN O1(Y;j)ELSE 02(Yj) (1)

where T(Xi) is a logical operator (perhaps involving mathematical relations based
in equalities or inequalities) depending on the variables Xi, and O1, O2 are alterna-
tive outcome functions for the variables Yi (Ellis & Kopel, 2019; Hoffman, 2012).
Such branching operations can be combined in modular hierarchical structures and
networks to obtain behaviour of arbitrary complexity (Gorjao et al., 2018).

Examples are developmental biology circuits (Manukyan et al., 2020), where for
example in one species of lizard, Timon lepidus, the colour and pattern of its scales
evolve in a manner akin to a discrete rule-based computation (a cellular automaton),
and the way that abstract rules drive adaptation in the subcortical sensory pathways
(Tabas et al., 2020). This branching dynamics is the basis of how information is
used productively in biology, and how adaptive selection takes place. The transition
allowing this kind of dynamic to occur is the most important event in evolutionary
history.

Contexts of emergence In cosmology, emergence took place in a series of succes-
sive steps over time, each one depending on outcomes of the previous one before they
could start. For example first generation stars needed to evolve and (by providing
the right internal context) produce heavy elements and then spread these elements
through space before second generation stars surrounded by planets could come into
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existence. In biology, there are three main contexts for emergence: it took place
over the evolutionary history of the Earth (evolutionary emergence), it takes place
each time an embryo becomes an adult organism (developmental emergence), and
it takes place minute by minute as our brains function to enable our body and brain
to work due to electrons and protons interacting in immensely complex ways (func-
tional emergence). Your brain has thoughts (“I feel like a pizza”, “That was a tense
election”) that are not implied by the nature of physical forces—although they are
allowed and enabled by them. This is strong emergence: the coming into being of
structures, entities, and functions that cannot be predicted, even in principle, from
the underlying physical interactions (Ellis, 2020a, b). Physics enables all this, but
what actually occurs is determined by higher level functional capacities such as the
capacity for logical thought. Physics per se cannot even explain the existence of a
teapot (Ellis, 2005).

Upward and Downward Causation Upward emergence and downward causa-
tion are deeply intertwined in all aspects of these processes, from cosmology to
galactic structures and stellar and planetary astronomy to microbiology, physiology,
psychology, society, ecology, and engineering. In particular, as biological emer-
gence takes place via developmental processes, the resulting organisms collectively
form ecosystems that provide the context for preferential selection of fittest individ-
uals by evolutionary processes, which choice chains down to preferentially select
genomes leading to emergence of organisms adapted to that environment, which in
turn is modified by the organisms. Thus one has a highly non-linear EVO-DEVO
process (Carroll, 2005), where interlevel causal closure (Ellis, 2020b; Mossio, 2013;
Mossio & Moreno, 2010) underlies the emergence of the complexities of life. It is the
combination of upward and downward causation that enables same-level behaviour
to emerge at each level. This is due to entities at the higher level setting the context
for the lower level actions in such a way that consistent same-level effective laws
emerges. In physics, this comes about by boundary conditions and contextual deter-
mination of time dependent constraints for local physics, which also enables biology
to emerge from physics (Ellis & Kopel, 2019; Nobel, 2008).

Multiple Realisation The multiple possible realisations of higher level dynamics
at lower levels enables attainment of higher level purposes independent of the
specifics of lower level interactions. It occurs when a phenomenon can be imple-
mented by different realizers, and is resistant to a uniform physical explanation
at the lower level. Hoyningen-Huene (1997) give as an example the case of sex
pheromones that attract individuals of the opposite sex, triggering the performance
of behaviours related to sexual reproduction. In terms of chemistry, pheromones lack
acommon structure, and consequently are not an identifiable kind. However from the
perspective of biology, they constitute a natural kind that elicits a systematic pattern of
behaviours. These emergent biological regularities would pass undetected if regarded
at the level of chemical implementation, and much more so at the underlying physical
level.

Mechanisms There are several ways these downward effects can happen (Ellis,
2012, 2017, 2020a). They firstly involve both static and dynamic downward
constraints (Juarrero, 1999), including structural and channelling constraints and
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homeostasis/feedback control. Secondly they involve downward emergence, alter-
ation, and deletion of lower level elements. Adaptive selection is a key case here,
whereby lower level elements get selected to adapt better to higher level selection
criteria. Downward selection is enabled by randomness (stochasticity) at the lower
level, providing an ensemble of elements or processes to select from (Noble, 2020).
Because of the degeneracy in the way higher level states and processes are real-
ized at lower levels, the effective processes determining what happens cannot be
sensibly characterized at lower levels (Edelman & Gally, 2001). It is an essentially
higher-level dynamic.

This paper This can all be characterised in general terms, but the devil is in the
details: can one give specific examples of how this chain of emergence occurs in the
real universe? How downward effects occur in cosmology and astrophysics? How
emergent branching dynamics works in real biological systems? In what way is it
controlled by higher level variables, in each case? That is, how does contextual (top
down) dynamics arise?

It occurs everywhere. The aim of this paper is to illustrate this by focusing on a
few specific cases which gives solidity to generic claims regarding the occurrence of
downward causation, showing how it works in practical terms in specific contexts,
and thus exemplifying how it underlies the chain of emergence that is the focus of
the book.

As regards cosmology, downwards influences occur as regards the arrow of time,
nucleosynthesis, the temperature of the night sky, and structure formation (Ellis,
2017). We discuss the latter case in Sect. 2).

As regards biological emergence, we look at how plasma membrane proteins
enable contextual biological responses (Sect. 3), how protein synthesis is related to
natural selection and developmental biology (Sect. 4), feedback control, basins of
attraction, and biological oscillators (Sect. 5), and how downward effects occur in
ecology (Sect. 6).

These are just a fraction of the examples one could use, but they are sufficient
to illustrate how these effects occur in physics, biology, and engineering. We do not
deal with crucial other effects such as downward causation in the brain (Ellis, 2016,
2018) and in social neuroscience (Cacioppo et al., 2002). A fascinating example as
regards the last is given by Ashton et al. (2018): cognitive performance is linked to
group size and affects fitness in Australian magpies.

2 The Influence of Cosmology on Structure Formation:
Contexts for Lower Level Dynamics

In standard cosmology (Peter & Uzan, 2013), an extremely rapid inflationary era of
exponential expansion occurs in the very early universe, driven by an effective scalar
field. Quantum fluctuations during this epoch generate primordial inhomogeneities
that then become the seeds for formation of structure by gravitational attraction at
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later times. The way this works out depends on the rate of expansion of the universe
at the relevant time, as determined by the scale factor a(t). The context for local
physics is set by the cosmological density parameter p(t) which determines the rate
of change with time of the scale factor a(t), which itself determines the rate of change
with time of p(t) in a non-linear feedback loop (“Matter tells spacetime curvature
how to change which then tells matter how to move”).

If the universe is static (a(t) = ap), structure formation is exponential with time. If
the universe is exponentially expanding (a(t) = exp H t), no structure formation takes
place. If the universe expands in a power law way, as in the early matter dominated
phase (a(t) = ag t*3), structure formation also takes place as a power law with time.
The resultant large scale structure is characterised by its power spectrum P(k) as a
function of wave number k as well as its angular power spectrum, and secondly by its
effect on the Cosmic Microwave Background Radiation (CMB) angular power spec-
trum. Measuring these features is the most sensitive way to determine the parameters
of the background cosmological model (Aghanim et al., 2020).

Thus this represents a downward effect from the largest causally connected scales
in the physical universe to the scales that determine galaxy formation, and hence
set the stage for the existence of the Milky Way galaxy that is the home for the
Solar system. This is an early step in the chain of causation that led to our existence.
It happens by cosmological conditions setting the context for local physics: the
expanding universe is the base around which perturbations lead to structure forma-
tion, and so determines their outcome (Ellis, 2017). This also happens during the
inflationary era in the early universe that sets up the seeds for primordial structure
formation, The history of the cosmological expansion rate at that time determines
these smaller scale outcomes.

3 Downward Causation and Plasma Membrane Proteins:
Altering Lower Level Constraints.

In biological systems, a primary mechanism for establishing downward processes
at the molecular level is compartmentalization of biochemical processes through
the plasma membrane (Alberts et al., 2007; Peacock, 1989). Thus this is down-
ward causation via setting constraints on lower level dynamics. Entities need to be
localized in space and time because they need to engage in particular activities at
particular times and places. Among its several functions, the plasma membrane regu-
lates the flow of biochemical substrates into and out of the cells through transmem-
brane protein channels and transporters. As shown in Fig. 1, the cellular organization
in the cell is further sub-compartmentalize into organelles, which perform specific
biochemical and information processing functions. Once established, the cell is able
to establish complex and overlapping metabolic and information networks (Berridge,
2012; Peacock, 1989). These networks provide the cell the necessary foundation to
increase production of cytosolic and membrane proteins, which can be incorporated
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Fig. 1 Plasma Membrane creates compartmentalization and hence downward control of ions within
the cell, allowing external signaling molecules to shape metabolic network and signaling network
dynamics within the cell and so allow controlled emergence of tissues and organs to take place

into the plasma membrane. Among the proteins, transport proteins become an essen-
tial means by which the cell accumulates metabolites in the cytosol. The increase
cell metabolites provide regulatory and adaptive alterations to established metabolic
and information networks.

Transport Proteins These adaptive networks are mediated through the actions
of transport proteins in the plasma membrane. Transport proteins are involved in
the movement of several biological molecules both in and out across the plasma
membrane and subcellular organelles (Schumann, 2019). They are divided into two
major groups: ATP-binding cassette (ABC) and the solute carrier (SLC) proteins
(Schumann, 2019). ATP-binding cassette proteins function primarily as efflux trans-
porters for the elimination of xenobiotics and toxins (Schumann, 2019). ABC proteins
are involved in the absorption, distribution, and elimination of several drugs, which
influence pharmacological interactions that underly many drug toxicities (Schumann,
2019). In contrast, solute transporters facilitate the transport of several metabolic
substrates, such as amino acids and tricarboxylic acid (TCA) intermediates, that are
essential for metabolic processes involved in energy and synthesis of proteins, lipids,
carbohydrates, and nucleic acids (Schumann, 2019). Without the plasma membrane,
the transporter proteins would cease to function.

The SLC13A5/NaCT (Sodium-Citrate) Transporter. One SLC transporter
that illustrates downward causation enabled by the plasma membrane is the
SLC13A5/NaCT (sodium-citrate) transporter. It uses sodium to transport citrate, an
important metabolite, into the cell, particularly in hepatocytes and neurons. NaCT-
mediated citrate entry in the liver impacts fatty acid metabolism, glycolysis, and
gluconeogenesis. In neurons, it is essential for the synthesis of neurotransmitters such
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as glutamate, GABA, and acetylcholine. Thus, the same substrate, namely citrate,
has different functions in the liver and brain in these different contexts, even though
the way a substrate is used once it enters the cell is independent of the transporter. In
brief, citrate is transported into the liver and brain to be used for different purposes,
dependent on context.

Thus NaCT exhibits aspects of top-down causation related to the plasma
membrane through two key observations. First, there are different physiological
and clinical outcomes for NaCT in the liver and brain of both mice and humans.
Second, there are differences in the transport kinetics between mouse and human
NaCT transporters.

Kinetic Differences of Mouse and Human NaCT—Plasma membrane trans-
porters, such as the SLC transporters, are characterised ed by three key properties.
First, the transporter is defined by its saturability, which describes the maximum
transport capacity of a given molecule through a plasma membrane transporter in
the presence of other substrates. We can imagine this like a machine’s maximum
functional capacity for an output given its many functions. For transport proteins,
this is known as the maximum velocity or Vy,.x. Second, transport proteins select
substrates with a specific orientation (e.g. D- and L-amino acids); this is known
as stereospecificity. Third, transport proteins have a specific binding affinity to indi-
vidual substrates that it transports. This is described by an individual numerical value,
known as the Michaelis-Menton constant or K;,. These parameters are summarized
in Egs. (2) and (3). Figure 2 shows the graph of solutions to these relations.

Velocity = Vmaxi 2
K + [S]

\Y = ! K 3

max — (5) m ( )

When comparing the activity of a transporter in different species, the quantities K,
and V. are often used for comparison. When comparing mouse and human NaCT,
kinetic analysis estimated the Michaelis constant for mouse NaCT was approximately
20 wM; in contrast, the human and primate NaCT transporters showed a 30-fold
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Fig. 2 Michaelis-Menton Equation solutions
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higher Michaelis constant (Gopal, 2015; Inoue, 2004, 2002). The differences between
human and murine NaCT become more apparent at human physiological citrate
concentrations (150-200 wM) in the blood. At this level, the mouse NaCT transport is
completely saturated while the human NaCT transport exhibits sub-saturating levels
of citrate uptake (Gopal, 2015; Inoue, 2004, 2002). Therefore, the mouse NaCT
represent a high-affinity, low capacity citrate transporter while the human NaCT
represent a low-affinity, high capacity citrate transporter. As a consequence, a smaller
amount of citrate is transported into murine cells than human cells. Furthermore,
the murine and human NaCT transporter kinetic can be further differentiated in the
presence of lithium (Li*) (Gopal, 2015; Inoue, 2003). Although neither the human nor
rodent NaCT transport Li*, the mouse NaCT transport is inhibited by Li*, whereas the
human NaCT transport is stimulated by Li* (Gopal, 2015; Inoue, 2003). Therefore,
NaCT transports can be characterized by their response to Li*.

It seems that the organisms require different levels of citrate, which is reflected
in their differing kinetics and responses to Li*. However, this does not explain why
the difference exists in the first place. Species differences in the transport attest to
a top-down process. Humans use a greater amount of citrate for their metabolism
and neurotransmitter synthesis while mice do not. This is a physiological need based
in their activity patterns, related to their physical, ecological, and social needs. It
appears to that the organism itself influences the type of transporter that is necessary
rather than any reductionistic processes.

Functional Differences of Knocking-out NaCT in Mice and Humans—
Although previous biochemical studies showed NaCT was expressed in the cerebral
cortex, hippocampus, cerebellum, and olfactory bulb, it was unknown whether a
homozygous deletion of the transporter would have any clinical effects in humans
(Thevenon, 2014; Yodoya, 2006; Inoue, 2004; Inoue, 2002). Previous studies showed
the expression of NaCT is restricted to neurons whereby extracellular citrate is circu-
lated through release of citrate by astrocytes (Mycielska, 2015; Sonnewald, 1991).
Interestingly, NaCT-null mice did not show any neurological deficits, such as seizures
(Birkenfeld, 2011). In contrast, deletion of NaCT in humans causes severe neonatal
epilepsy, known as SLC13AS5-deficiency or Early Infantile Epileptic Encephalopathy
25 (EIEE-25), which causes early onset epilepsy within the first 24 h of life and persist
throughout childhood (Thevenon, 2014; Yang, 2020). It was hypothesized that the
affinity and citrate transport capacity of the murine and human NaCT transports could
explain this discrepancy (Bhutia, 2017). The murine NaCT is a high-affinity, low-
capacity transporter while the human NaCT transporter is a low affinity, high-capacity
transporter. Murine cells may utilize less citrate for their metabolic needs while
humans require citrate to maintain normal metabolic functions and neurotransmitter
production for our complex central nervous systems.

The different effects of removing NaCT in the mouse and human brain strongly
suggests that it is top-down processes. It is the fact that the dynamics is happening in
these two different contexts that influences the effects of utilizing the citrate NaCT.
The top down effect is via setting context: the context firstly of the plasma membrane,
that acts as a container, and then the transporters, which control ingress and egress
of molecules to the cell. In Aristotelian terms, this is formal causation.
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4 Adaptive Selection and Developmental Biology: Deleting
or Altering Lower Level Elements

Once life has come into existence, a combination of natural selection and develop-
mental processes occurs (Carroll, 2005), both of which crucially involve downward
causation. At the micro level these are based in protein synthesis governed by gene
regulatory networks and cell signaling networks.

Natural Selection As powerfully stated by Campbell (1974), natural selection
(Darwin, 1859), with it specific feature of reproduction with heredity featuring
genetic variation, is a crucial case of downward causation. This has to be the case,
because the core process of variation followed by selection tends to select pheno-
types and hence species better adapted to the environment, where “better adapted”
means a superior relative survival rate in that specific context. Thus natural selection
preferentially selects for the genotypes associated with better adapted phenotypes,
so if the environment is altered, for example by processes of global climate change,
there will tend to be a change in the physiology and behaviour of the species and
associated genomes that survive. This is downward causation in two ways: first from
the nature of the environment to preferred phenotypes (an ecological effect), and
second from preferred phenotypes to preferred genotypes (a physiological effect).

Multiple realization Because this is a form of downward causation, multiple
realisation occurs in both steps, as examined by Kuechle and Rios (2020). They
present a typology of multiple realization that provides a plausible account of the
differences between across- and within-species multiple realization, and perform
a formal analysis of the dynamics of multiple realization that sheds light on the
differences between multiple realization at different levels of organization.

Adaptive Selection Natural selection is a special case of adaptive selection. This
occurs whenever variation followed by selection takes place, and there are numerous
examples in biology apart from natural selection. Stochasticity is key in this process,
as emphasized by Noble and Noble (2018) and Noble (2020): living organisms
harness chance variations in ways that enable them to generate new solutions to
the environmental challenges they meet, as well as to extract order out of chaotic
molecular motion That is how molecular machines such as kinesin work (Hoffmann,
2012).

The adaptive immune system A key instance is the adaptive immune system
(Flajnik & Kasahara, 2010), which is which is based in lymphocytes bearing antigen
receptors generated by somatic recombination. This is enabled by organisms using
stochasticity at all levels to generate new DNA sequences in the immune system,
through gene regulatory networks. Those antibodies that apply to the invading antigen
are then preferentially multiplied so as to combat it. This enables circular causation
to occur: “Response to a new antigen can rapidly develop a neutralising antibody
by enhancing the mutation rate in a highly specific region of the gene coding for
an immunoglobulin The mechanism here has been shown to involve regulating the
error-correction machinery” (Noble, 2020).
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Neuronal Group Selection Initial neural connections in the developing brain
are random at the microlevel, and then refined through pruning some connections
and strengthening others as the brain learns by interacting with its environment
(Wolpert et al., 2002). Different environments will result in different outcomes, for
example a child recognizes a specific person as its mother through the “fire together,
wire together” Hebbian process. Additionally, brain plasticity that results in adapta-
tion to the local social environment takes place via the process of “Neural Darwin-
ism” proposed by Changeux et al (1973), Changeux and Danchin (1976), Edelman
(1989). Different environments (e.g. French as a home language rather than English)
result in different patterns of synaptic connections. This is downward causation from
processes in the family environment to microstructure of the neocortex.

In all cases, the key downward effect is deleting lower level elements, thus
controlling what the lower level interacting elements are. In Aristotelian terms, this
is material causation.

Developmental processes A remarkable feature of developmental biology is how
pluripotent cells become specialized so as to become specialized cells that can fulfil
specific physiological functions. This takes place via diffusion of morphogens from
organizing centres (Wolpert et al., 2002), thus large scale axes and domains are set
up that then determine developmental outcomes through controlling gene regula-
tory networks, particularly via the hierarchical structure introduced by HOX genes
(Carroll, 2005). Illari and Williamson (2010) explore in detail how this hierarchical
structuring occurs via functional individuation, decomposition, and organization. The
phenomenon of concern (which may be structure or function) is explained by being
decomposed into lower-level components, where the functioning of these lower-level
components may in turn be explained by further decomposition into yet lower-level
components. Thus both mechanisms and their functions come to be hierarchically
nested, which is key to attaining complexity (Simon, 2019). Each level determines
developmental outcomes at the next lower level by setting its context, and overall
environmental conditions such as temperature, humidity, and nutrient availability
can shape these outcomes (for example in plant development).

Higher order principles But other influences are crucial, for example mechanical
forces deriving from the state of development of an embryo can change developmental
outcomes “Researchers have begun to define the mechanisms by which cells sense,
respond to and generate forces. ... Most researchers are probing mechanical signals
using cells or tissues cultured in a dish. But a few groups are studying whole animals,
and sometimes they find different principles at work from those apparent in isolated
tissues. These in vivo studies come with many challenges—such as measuring tiny
amounts of force in complex tissues—but they are key to understanding the role of
force in sculpting life (Dance, 2021). This is downward causation from these macro
structures to gene expression. Again, a range of developmental phenomena can be
explained by the regulation of cell surface tension (Lecuit & Lenne, 2007).

In summary: Modular genetic control of protein synthesis takes place leading
to modular body construction. That then allows hierarchical modular functions to
interlock to produce desired higher level behavior. The downward causation occurs
by signaling molecules switching lower level dynamics by altering the shape of
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biomolecules and so allowing regulation of transcription (Monod et al., 1963). It is
a case of altering the nature of lower level elements by molecular binding.

5 Feedback Control, Basins of Attraction, and Biological
Oscillators

Two key ways downward causation takes place in biology can easily be confused.
Both involve higher level structures that have an irreducible dynamic effect at the
macro level. Their function at the macro level then acts down to entrain dynamics at
the micro level.

Homeostasis and Feedback control One key case is the feedback control systems
that underlie cybernetic processes in engineering (Dorf & Bishop, 2011; Wiener,
1948), and homeostasis in biology (Guyton & Hall, 2006). Their function is to
protect the system from disturbances, and keep it in a comfortable operating range.
It functions by a sensor determining the actual value of the relevant variable v, a
comparator determining the difference Av: = v—vo from the desired value vo, and a
controller that actuates some system that will tend to return v to the desired value vo.
A. An engineering example is a thermostat controlling room temperature. There is
an extensive literature on feedback control systems detailing the ways that recovery
from perturbations takes place (Dorf & Bishop, 2011). It may be underdamped, oscil-
lating strongly about the desired state, but with gradually decreasing amplitude; it
may be strongly damped, returning in one strong sweep to its stable positionl; or it
may be critically damped, the separatrix between the other two. Biological exam-
ples are physiological systems controlling body temperature, blood pressure, ionic
concentrations, and so on (Guyton & Hall, 2006).

Downward causation A thermostat is a holistic system: if you disconnect the
sensory wire where it enters the thermostat, all the micro components are still there
exactly as before, but it will no longer function because the macro connections
have been changed. Thus it ceases to function if reduced to its parts: the feedback
dynamics is essentially due to a macro level configuration (the connection between
the wire and thermostat). Its operation entails both upward and downward causation
because the micro level dynamics both enables and follows from the macro level
state thereby attained. For example if the temperature setting on the thermostat for a
room is reduced from T1 to TO, at the macro level, the system will operate to as to
attain a temperature in the desired range around T0. At the micro level, the molecules
in the room will move on average at a lower speed than they did before, this speed
corresponding to the temperature T0 entered on the thermostat dial. The dial setting is
the cause of room temperature at the emergent level, as well as of average molecular
speed at the molecular level. That is downward causation from an abstract concept
in the operators mind (the desired temperature) to physical outcomes in the room.

Dynamical Systems and Basins of Attraction The second key case is dynamical
systems, which result from a generic system of interacting particles when suitable
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constraints are applied, for example if dynamical symmetries occur or channelling
constraints are applied. A well developed mathematic theory shows how dynamical
systems behave (Arnold, 1989). They may have sources, sinks, saddle points, and
limit cycles in phase space, and they may exhibit chaotic dynamics with strange
attractors. Basins of attraction in phase space characterize which orbits end up at or
near these features.

The confusion with feedback control system can occur because there may be basin
of attraction characterising the orbits ending up at a fixed point, with dynamics appar-
ently similar to those of feedback control. But the mechanism is entirely different:
there is no comparator and control device, as there is in the case of feedback control
systems. Rather these patterns occur simply as a result of the constraints shaping the
dynamical system. For example if the dynamical system characterizes a river ending
up in the sea, a range of heights from river pools to the sea level will be attractors
for water molecule height as they flow towards the sea, resulting simply from the
topography that determines the water flow.

Biological Oscillators A key case is biological oscillators, which occur in all
branches of biology (Otero-Muras & Banga, 2016, Forger, 2017, Rydin Gorjao et al.,
2018). Wherever there are oscillators in biology, there are emergent non-linear effects
taking place due to irreducible higher level dynamics that then entrain the component
parts to follow those oscillations In dynamical systems terms, they are limit cycles,
with a basic of attraction: if the system has initial data in that basin, it will tend to
join oscillatory motion described by that limit cycle.

Neural oscillators Churchland and Sejnowski (2016) describe the basic issue
very clearly, discussing the stomatogastric ganglion of the spiny lobster (pages 4-5):
“The basic electrophysiological and anatomical features of the neurons have been
catalogued, so that the microlevel vitae for each cell in the network is impressively
detailed. What is not understood is how the cells interact to constitute a network that
produces the rhythmic pattern. No one cell is responsible for the network’s rhythmic
output: no one cell is itself the repository of properties displayed by the network as
a whole. Where then does the rhythmicity come from? Very roughly speaking, from
the patterns of interactions among cells, and the intrinsic properties of component
cells. ...How is it that the network can produce different rhythms under different
biochemical conditions?” This is a classic description of emergent properties of a
network. They state “Microlevel data are necessary to understand the system, but
not sufficient”. The oscillator is a limit cycle, stable to perturbations.

The Heart Denis Noble gives a similar story in his discussion (Noble, 2006:58—
65) of how the heart works: we have a system that operates rhythmically but has no
specific ‘oscillator’ component (Noble, 2002). The rhythm is driven by a compact
networks of proteins and genes that code for them; it is a systems property, which
chains down to cause rhythmic motions of the parts. The rhythmic activity of the cell
drives the operation of the protein channels, which drive the network oscillations.
Causal closure is a property of the whole interacting set of levels (Ellis, 2020a).
Turning off this interlevel feedback loop causes the oscillations to cease (Noble,
2012).
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At the molecular biology level,

¢ Gene expression oscillators are described in “Developmental function and state
transitions of a gene expression oscillator in Caenorhabditis elegans” (Meeuse
et al., 2020) Metabolic oscillators are described in “Autonomous metabolic
oscillations robustly gate the early and late cell cycle” (Papagiannakis et al.,
2017).

e Biochemical timers The design principles of biochemical timer circuits that
discriminate between transient and sustained stimulation are described in Gerardin
et al. (2019).

6 Examples in Ecology

Ecological systems are hierarchical systems where the availability of suitable niches
determines what flora and fauna will flourish: a clear downward effect. A basic
feature is that metabolism link the biology of individual organisms to the ecology
of populations, communities, and ecosystems (Brown et al., 2004). Consequently
the global biogeochemical cycles (carbon, nitrogen, oxygen, phosphorus, sulfur,
rock, and water) are the basis for ecosystem function at all levels from commu-
nities down to insects and microbes; and conversely microbial engines drive the
geochemical cycles (Rousk & Bengtson, 2014). There is a relatively stable set of core
genes coding for the major redox reactions essential for life and the biogeochemical
cycles (Falkowski et al., 2008). These genes created and coevolved with biogeo-
chemical cycles and were passed from microbe to microbe primarily by horizontal
gene transfer. Thus upward and downward effects intertwine to give causal closure
only when the whole set of such interlevel interactions is taken into account (Ellis,
2020a). Complex autocatalytic effects attract stable, persistent system configurations
(Ulanowicz, 2009).

However if the global context changes, the configuration changes. An example is
that top predators shape the ecosystem in a topdown way, regulating species diver-
sity (Letnic et al., 2012; Newsome et al., 2017; Sergio et al., 2005). Consequently,
major shifts in ecosystems at lower levels can follow changes in the abundance and
distribution of apex consumers. Estes et al (2011) give a penetrating analysis of how
this downward effect works. The three key elements are, firstly, an ecosystem may
be shaped by apex consumers. Trophic cascades occur through the downward prop-
agation of impacts of consumers on their prey. Secondly, alternative stable states
occur, and perturbations of sufficient magnitude can push ecosystems from one
basin of attraction to another. Tipping points can occur, resulting in abrupt changes
in ecosystem structure and function related to such transitions between alternative
stable states. Third is the high connectivity of ecosystem interaction webs. Every
species can potentially influence many other species through biological processes
such as predation, competition, and mutualism, and these interactions are shaped by
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the supportive or limiting physico-chemical effects of water, temperature, and nutri-
ents. These interactions link species in an array of spatial scales in a highly complex
network.

Taken together, this sets the stage for the idea of trophic downgrading. The loss of apex
consumers reduces food chain length, thus altering the intensity of herbivory and the abun-
dance and composition of plants in largely predictable ways. The transitions in ecosystems
that characterize such changes are often abrupt, are sometimes difficult to reverse, and
commonly lead to radically different patterns and pathways of energy and material flux and
sequestration.

The focus of the paper is how human actions are having an irreversible influence
through these processes:

[This is] Humankind’s most pervasive influence on the natural world. This is true in part
because it has occurred globally and in part because extinctions are by their very nature
perpetual, whereas most other environmental impacts are potentially reversible on decadal to
millenial time scales. Recent research suggests that the disappearance of these animals rever-
berates further than previously anticipated, with far-reaching effects on processes as diverse
as the dynamics of disease; fire; carbon sequestration; invasive species; and biogeochemical
exchanges among Earth’s soil, water, and atmosphere.

Thus these are effects occurring because of deletion from the ecosystem of various
higherlevel species, in turn changing the lower level constituent species from which
ecosystem dynamics arise. Including effects at a global scale, they reach down to
affect what happens at micro levels where microbial and chemical interactions take
place, in turn enabled by the underlying physics. But it is the biosphere and ecosystem
levels that provide the context determining what happens.
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Where is the Top and What Might Go m
Down? i

Tim Maudlin

Aristotle distinguished four different “aitiai”, a term sometimes translated as “causes”
but more accurately rendered as “explanatory factors”. The one most familiar in
contemporary discussion is the efficient cause. And there is a sense of “top” and
“bottom” such that macroscopic or other complex objects are at the top and their
microscopic constituents at the bottom. The suggestion that in this sense the “top”
can be an efficient cause of what happens at the “bottom” conflicts with the usual
understanding of the relationship between physics and the other sciences. But if
instead of efficient causation one has another sense of explanation in mind, or if
instead of the macro/micro distinction one has in mind the local/non-local distinction,
then “top-down causation” need not conflict with the usual understanding of physics.
This is an attempt to sort these issues out.

1 The Four Causes and the Special Sciences

The phrase “top-down causation” is apt to raise the hackles of anyone committed to
a certain form of physicalism. That form—which in fact is not realized by modern
physics!—is best illustrated by Democritian atomism. In Democritus’ pungent
apothogem: “By convention sweet and by convention bitter, by convention hot, by
convention cold, by convention color; but in reality atoms and void”. The punch
comes in the last clause: somehow, at the bottom of everything, all there really is are
atoms moving through the void until they smack into each other and bounce off (or
become hooked together, or whatever). Everything else one thinks of or talks of is
not really real in the way the atoms are.
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The possible targets of Democritus’ withering assessment of reality are many.
His own examples call to mind perceptual qualities such as sweet and bitter, for
the obvious skeptical reasons. As Sextus Empiricus noted, what tastes sweet to one
person may taste bitter to another; what is delicious and appealing to one species
may be disgusting and repellant to another. These things are not in themselves either
sweet or bitter or delicious or disgusting, they are only so relative to some perceiver.
If so, then for similar reasons the sweetness of an object cannot really be the cause
of how it behaves, since it is not, in itself, any more sweet than not-sweet.

But from a modern perspective, the rejection of heat as a real cause can be pushed
beyond the realm of subjective perceptions. One and the same room, for example,
can “feel hot” to one person and “feel cold” to another, so that felt quality cannot
be in the room itself. But one might think that there is an objective physical quality
of heat, the one measured by a thermometer without reference to anyone’s feelings,
that can be a cause. But in a sense, the modern kinetic theory of heat denies that as
well.

Suppose we define the temperature of a gas (at equilibrium) as the average kinetic
energy of the molecules in the gas (as measured in the rest frame of the gas). That
is an objective quantity. But it is still not a quantity that directly causes anything
to happen. The average kinetic energy is a mathematical abstraction: it does not
reside in any particular place in space. The average kinetic energy does not itself
deflect a single molecule from its path or cause an ice cube to melt. What does that,
properly speaking, are the individual collisions of individual gas molecules with
individual water molecules in the ice, knocking them free. Without or apart from
those particular collisions in particular places and times the gas could have no effect
at all. In that sense, the heat really does no causal work. It is rather a sort of handy
statistical bookkeeping device, which can be used to make statistical arguments about
the numbers and sorts of actual individual collisions that are likely to occur. In this
sense, one might reasonably say, heat itself cannot cause anything. In this sense
(which one has to be careful about), heat isn’t “really real” physically. All that is
really real are the atoms and the void.

I hope that this fundamental metaphysical picture, adumbrated by Democritus,
is clear enough. It fits as well as anything can the demands of a certain sort of
reductionism. That reductionism consists of two steps. First, certain qualities such
as perceived sweetness are denied physical existence (in the “sweet object”) at all.
And then some physical quantities, such as temperature, are denied fundamental
physical reality because they are merely generic or abstract, rather than the particular
characteristics of particular atomic objects.

The language here gets a bit slippery. One might say, for example, that in one
sense the view is that tables and chairs are not “really real”, in that nothing that
happens in the physical world is caused by “chairness” or “tablehood” per se. Chairs
and tables are nothing but collections of atoms arranged in certain ways, and their
physical behavior is determined without remainder by the physical laws that govern
the atoms individually. At no point in the application of those laws could the property
of “being a table” or “being a chair” even be invoked: there would be no place to
make use of that fact when applying the fundamental physical laws. A physicist who
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had no idea even what a chair or table is would not be deterred from analyzing and
predicting the behavior of a table or chair simply from the geometrical disposition
of the atoms within it. In that sense, tablehood and chairhood would be not exactly
“unreal” but more accurately “epiphenomenal”. Yes, there are tables and chairs, but
their being tables and chairs, per se, makes no fundamental difference in the world
to how they behave or what causes what.

This Democritean picture, then, denies “top down causation” in two different
ways. It denies that any non-physical characteristics are really causes of any event.
And it also denies that merely abstract or generic or statistical physical characteristics
cause any event. At the bottom—what is doing all the causing—is physical and
individual and also local: just one atom in a particular location banging into another
atom in a nearby location. The world as a whole, in all its aspects, is really nothing
more than the sum-total of all these local bangings.

Just as some people are rather deeply committed to something like this account
of physical reality and causation being correct, others are equally deeply repelled
and even disgusted by it. One sort of reaction is that it seems to deny the “real
reality” of all the things we take to be important in everyday life: human beings and
mountains and sunsets and beauty and desire and love. None of these would show up
in the physics at the bottom so none are really real, none really causes anything or is
responsible for anything. If all that is really going on is the laws of physics playing
themselves out blindly among atoms, all meaning and significance seem leached out
of the world. And this general reaction—Tlike the general Democritean impulse in the
opposite direction—comes in many specific forms. It is useful to distinguish them.

Perhaps the most intractable objection to the Democritean impulse arises from
the mind-body problem. One thing we are all completely certain about (as Descartes
observed) is the existence of our own subjective mental states, and indeed of ourselves
as conscious beings. That is, from an epistemic standpoint at least, as “really real” as
it gets. Descartes found that he could even doubt the existence of all of physical reality
(res extensa in his scheme) and still be sure of his own existence as a cognitive being.
If so, he argued, the Democritean account of fundamental reality cannot be correct.
Furthermore, in Descartes’ telling there is ultimately a direct causal connection
between the purely mental and the purely physical: purely mental acts of will cause
(somewhere in the brain, most likely in the pineal gland) particular atoms to swerve
in their trajectories in ways not caused by other atoms, and the motions of certain
atoms (in the visual cortex, for example) cause the existence of particular mental
perceptive states. So if we identify the mind as the “top” and the physical brain as
the “bottom”, Descartes postulated both top-down and bottom-up causation. And it
is one consequence of his view that when it comes to understanding the dynamics
of individual atoms in brains, standard physics derived from the study of inanimate
matter would just straightforwardly fail. In the pineal gland sometimes atoms just
would not go where the usual physical laws predict, due to the control or nudging or
whatever of the mental act. This is the assertion of top-down causation in its starkest
form.
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Let me now pause to lay down some markers. First, I regard the mind/body
problem as the hardest problem there is. I do not have a clue how conscious states
arise from, or supervene on, the physical goings-on in the brain. I am convinced
they do because straightforward physical intervention in the brain has predictable
consequences for one’s mental state. But I have not only no idea how this is to be
explained, I have no idea how it even could be explained. The gap between the
physical character of things and the character of conscious states is just too wide
to bridge by any principle I can grasp. So for the hard problem of consciousness, I
simply note it and surrender. I have nothing more to say.

However, I also am very, very, very, very skeptical that the sort of mind-to-brain
causation that Descartes envisages exists. I am firmly convinced that the atoms and
molecules inside of brains obey the very same physical laws as those outside of brains,
and indeed those in entirely inanimate matter. I believe that the laws of physics as
derived from the behavior of particles in high-energy accelerators and stars and so on
will be completely adequate to account for all the physical behavior of brains. Given
my view about the intractability of the mind/body problem, one might object here. If
minds are real, and you don’t know how they are connected to physical characteristics,
why not think they can straightforwardly influence physical characteristics? I cannot
detail exactly how my rejection of Cartesian mind-to-body causal influence fits in
with my mystification over the mind/body problem, but simply note that it does. I
do not expect the physics derivable from the behavior of inanimate matter to fail
somewhere in the brain. And that’s all I have to say about that.

At the other end of the spectrum, there is a form of “top-down” causation that I
fully endorse, but the key to that lies in a careful discussion of the term “causation”.
So far, I have only used that term in one sense, the sense that Aristotle denominated
“efficient causation”. Or, to be a little more accurate, Aristotle distinguished four
different sorts of things he called aitiai, a Greek term that is commonly translated
“causes”. But it has been correctly observed that the translation is misleading. A
closer rendition of what Aristotle had in mind would be “explanatory factors”. That
is, when trying to account for, or explain, or create understanding of some event,
there are four different types of factors that are invoked: material explanatory factors,
formal explanatory factors, efficient explanatory factors and final (or teleological)
explanatory factors. Each of these can provide a sort of explanation or understanding,
and indeed all of them might be invoked when trying to explain one and the same
event. Where more than one factor exists, we might say that each sheds a different
sort of light on the situation. A full comprehension of what is going on would require
a grasp of all the various levels or sort of explanation available.

The sort of explanatory factor that we most commonly call a “cause” is what
Aristotle called the efficient or moving cause. This cause accounts for why a certain
event happened when it did, in terms of immediately preceding events. For example,
the assassination of Archduke Ferdinand is commonly cited as the immediate efficient
cause of the First World War: that was the “spark™ that “set it off””. Such a judgment
does not conflict with the claim that in a sense the “real” cause had to do with big-
power political dynamics, and that the assassination was just an occasion to start
fighting, not the “deep reason”. One could judge, for example, that if it hadn’t been
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the assassination it would have been something else that set it off a little later. This
sort of judgment cites a “final” or teleological explanation: what were the basic ends
being sought by the agents. It was not to simply avenge the death of Ferdinand. If it
were, then one would judge that without the assassination there would have been no
war at all.

I hope it is clear that identifying the assassination as the efficient cause and
the larger international tensions as the final cause, in the sense just outlined, is a
perfectly coherent thing to do. Neither precludes the other. The student of inter-
national affairs can say that the assassination was incidental to understanding the
fundamental reasons for the war, and the military historian trying to account for the
exact details of which units were deployed where and when may find that the date
of the assassination plays a critical explanatory role. But these people merely have
different interests, not incompatible causal judgments. Both what is to be explained,
and what sort of explanation is sought, can vary from context to context.

Here is another example. My computer is many things at the same time. It is a
purely physical object that can be analyzed in terms of its physical structure. And
it is also a (pretty good) instantiation of a Turing machine that can be described in
terms of a Turing table. (Or, even more precisely, it instantiates many different Turing
machines “running at different levels”.) Now: suppose a particular event occurs. As
it sits on the table, there is a spinning colored circle that suddenly stops and pixels
in the shape of the Arabic number 8 appear. How is this to be explained?

Well, from a purely physical point of view, the computer is a collection of protons,
neutrons and electrons configured in a certain way embedded in a physical environ-
ment. In order to directly apply the fundamental laws of physics to it, both it and the
environment would have to be described in precise microscopic detail. We all believe
that such a description is possible in principle, and that the laws of physics applied
to the state just before the colored disc stopped spinning would predict that it would
soon stop spinning and that pixels in the shape of an “8” would light up. Note that in
this explanation the fact that the pixels form the shape of the Arabic numeral “8” is
completely irrelevant. The physical analysis could be carried out without mentioning
or noticing or deriving that. And indeed, it might even be accidental that the result is
the shape of the Arabic “8”: maybe the computer is programmed to work in Korean,
for example, and the symbol only accidentally has the form of an Arabic numeral at
all.

On the other hand, the computer scientist does not know—or even care!—about
the detailed physical description the physicist needs. The computer scientist may ask
not about any of that, but about what program the computer is running. She may be
told that the program is running a particular algorithm. By analyzing that algorithm,
the computer scientist can come to the conclusion that the program will halt and
output the result which is a pixel bitmap in the form “8”.

But a mathematician might not care about the details of the algorithm at all. The
mathematician might want to know what question the algorithm was designed to
answer. And let’s say the answer to that is that the question is the lowest number
of dimensions in which a certain topological shape can exist. The mathematician
might set about investigating that question in a completely different way than the
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computer algorithm does, but still conclude that the correct number is eight. It is then
essential that the mathematician recognize that the output of the program represents
the Arabic numeral for eight. And the mathematician can declare that he understands
why the output was what it was in a different—and more profound—way than either
the physicist or the computer scientist does.

What are we to say of the explanations provided by the physicist, the computer
scientist and the mathematician? They all provide a sort of understanding of the
event. And each can provide their understanding without referencing the other. The
physicist need not even know the object is a computer or describable in terms of a
Turing table; the computer scientist need not ascribe any significance to the algorithm
as long and the Turing table is available; the mathematician may not know a thing
about either physics or the algorithm. Each might find the facts of interest to the other
as completely irrelevant to their own analysis. But I hope we can agree that there is
no rational grounds for them to fight over whether the “real” cause of the final state
of the machine is given by the physical analysis or the algorithmic analysis or the
topological analysis. Each perspective provides its own insight and understanding.

There is only this asymmetry among them. Let’s suppose that each has to provide
a prediction of the outcome on the basis of their own approach. The mathematician
solves the topological problem in whatever way is most convenient and says that
the computer should come up with the answer “eight”. The computer scientist says
that the algorithm should halt and the final output be a bitmap in the shape “8”.
The physicist says that the pattern of light coming off the screen should shift from
the rotating colors of the set of pixels in the shape “8”. But what if they were to
disagree in their predictions? What if the topologist concludes the answer is nine, or
the computer scientist that the algorithm will never halt, while the physicist says the
output will be a blank screen?

Well, there is a sense in which—if each has no made a mistake in their own area
of expertise—we ought to trust the physicist.

The computer scientist, for example, simply has to postulate that the physical
machine does, and will continue to, implement a certain Turing table. And the math-
ematician simply has to postulate that whatever algorithm the computer is running,
it will arrive at the correct mathematical solution to the question. If either of these
postulates fails, then their predictions will fail, and not through any fault of their own.
But the physicist makes no such vulnerable postulate. The physicist’s conclusions
are drawn entirely from physical initial conditions, and if those are wrong it is a
failure of physics as such. And if the physicist says the screen will go blank—Ilet’s
say because the computer’s battery is about to run out—then nothing the computer
scientist concludes or the mathematician concludes can override that. Both of those
experts can properly say that the state of the battery lies outside their area of exper-
tise, and of course they could not be expected to take that into account in making
their predictions. We can call this the “Wernher von Braun” defense, after the classic
song of Tom Lehrer: “Once the rockets are up, who cares where they come down?
That’s not my department!” says Wernher von Braun. There are certain important
facts about what will actually show up on the screen that do not fall in the department
of the computer scientist or the mathematician. If their predictions fail because the
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battery runs out they have not failed qua computer scientist or gua mathematician.
But if the screen does not go blank—or display the glowing “8”—when the physicist
says it should, then the physicist has made a mistake qua physicist. Either the physical
description was wrong, or the laws of physics employed were wrong. In this sense,
physics holds a fundamental or basic position among these sciences. But that does
not imply that the physical explanation provides the most insight or understanding
among the three, where they all make the right prediction.

It is in this sense that physics is “below” or “more basic” or “more fundamen-
tal” than either mathematics or computer science with regard to the behavior of the
computer. So this provides one sort of direction in which one can distinguish higher
from lower, or top from bottom. And there is a certain sense in which efficient causa-
tion is most accurately and completely described “at the bottom”, by the physics.
Even if the Turing machine table says a certain step should come next in the calcula-
tion, nothing will intervene in the face of the battery running out to bring that about.
And similarly for the topological explanation: it may get us to the answer “eight”, but
the situation of the battery will overwhelm that. So in the sense of efficient causation
and in the sense in which physics lies at the “bottom” of a hierarchy of sciences,
there is no “top-down causation”.

But none of that implies that there is not—in a perfectly good sense—top-
down explanation. The perspective of the computer scientist or the topologist or
the psychologist can be more explanatory, for the purposes at hand, than that of the
physicist. One of the sharpest observations of this fact was made by Socrates as he
waited in prison for his execution.

Phaedo is set in that prison, and Socrates undertakes to explain his approach to
philosophy to Cebes. The relevant passage is this (97b—99b, translation Benjamin
Jowett):

Then I heard someone who had a book of Anaxagoras, as he said, out of which he read that
mind was the disposer and cause of all, and I was quite delighted at the notion of this, which
appeared admirable, and I said to myself: If mind is the disposer, mind will dispose all for
the best, and put each particular in the best place; and I argued that if anyone desired to find
out the cause of the generation or destruction or existence of anything, he must find out what
state of being or suffering or doing was best for that thing, and therefore a man had only to
consider the best for himself and others, and then he would also know the worse, for that
the same science comprised both. And I rejoiced to think that I had found in Anaxagoras a
teacher of the causes of existence such as I desired, and I imagined that he would tell me
first whether the earth is flat or round; and then he would further explain the cause and the
necessity of this, and would teach me the nature of the best and show that this was best; and
if he said that the earth was in the center, he would explain that this position was the best,
and I should be satisfied if this were shown to me, and not want any other sort of cause. And
I thought that I would then go and ask him about the sun and moon and stars, and that he
would explain to me their comparative swiftness, and their returnings and various states, and
how their several affections, active and passive, were all for the best. For I could not imagine
that when he spoke of mind as the disposer of them, he would give any other account of their
being as they are, except that this was best; and I thought when he had explained to me in
detail the cause of each and the cause of all, he would go on to explain to me what was best
for each and what was best for all. I had hopes which I would not have sold for much, and
I seized the books and read them as fast as I could in my eagerness to know the better and
the worse.
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What hopes I had formed, and how grievously was I disappointed! As I proceeded, I
found my philosopher altogether forsaking mind or any other principle of order, but having
recourse to air, and ether, and water, and other eccentricities. I might compare him to a person
who began by maintaining generally that mind is the cause of the actions of Socrates, but
who, when he endeavored to explain the causes of my several actions in detail, went on to
show that I sit here because my body is made up of bones and muscles; and the bones, as he
would say, are hard and have ligaments which divide them, and the muscles are elastic, and
they cover the bones, which have also a covering or environment of flesh and skin which
contains them; and as the bones are lifted at their joints by the contraction or relaxation
of the muscles, I am able to bend my limbs, and this is why I am sitting here in a curved
posture: that is what he would say, and he would have a similar explanation of my talking
to you, which he would attribute to sound, and air, and hearing, and he would assign ten
thousand other causes of the same sort, forgetting to mention the true cause, which is that
the Athenians have thought fit to condemn me, and accordingly I have thought it better and
more right to remain here and undergo my sentence; for I am inclined to think that these
muscles and bones of mine would have gone off to Megara or Boeotia—by the dog of Egypt
they would, if they had been guided only by their own idea of what was best, and if I had not
chosen as the better and nobler part, instead of playing truant and running away, to undergo
any punishment which the State inflicts. There is surely a strange confusion of causes and
conditions in all this. It may be said, indeed, that without bones and muscles and the other
parts of the body I cannot execute my purposes. But to say that I do as I do because of
them, and that this is the way in which mind acts, and not from the choice of the best, is
a very careless and idle mode of speaking. I wonder that they cannot distinguish the cause
from the condition, which the many, feeling about in the dark, are always mistaking and
misnaming.

Here Socrates invokes a species of teleological explanation, in two quite different
contexts. It is worth our while to tease them apart.

The overall theme that Socrates insists on is that there is a sort of explanation—
and corresponding “cause”—which invokes what is best or, more accurately, what
is thought to be best. To take them in reverse order from that which appears in the
passage, Socrates remarks that to really understand why he is sitting in prison—
given that he had had several opportunities to avoid being condemned to death and
to escape once he had been—one has to understand that he himself judges that
remaining is the best course of action, just as the Athenians judged it to be the best of
their available options to condemn him to death. Both of these cases seek to explain
intentional actions by reference to judgements of the good: what is sometime called
“belief/desire psychology”. The Athenians thought it best that Socrates be put to
death, and believed that confining him to prison would achieve that end, so they
acted to bring it about. Socrates thinks it best to obey the commands of the laws of
the city, so he voluntarily remains. Of course, he could not do so without a physical
body, and his remaining in prison is a physical disposition of that physical body.
Nonetheless, he asserts, true understanding of the situation simply cannot be grasped
via physical analysis. That understanding requires conceptualizing the situation in
terms of beliefs about what is good and actions to achieve that good.

It is notable that this sort of conceptualization transcends physics in a certain
sense. Socrates is an agent with various options available to him. Among these are
agreeing to escape (which his friends try to convince him to do). He refuses because
he deems that that would not be good. It is true, on the one hand, that Socrates must
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be a physical being with a physical body to find himself in such a situation. But
it is also true that with respect to the psychological description, the details of the
physics become quite irrelevant. Whether his body is ultimately Democritean atoms
or quantum strings is neither here nor there. That will matter greatly to the physicist,
but be irrelevant to the psychologist. As an agent, Socrates must have a body, and
various viable options the body is capable of (such as running off to Megara or
Boeotia), and beliefs about which of those viable options would be best. But beyond
that, the physics provides no insight. It is the psychological per se that does the
explaining.

The explanation is feleological in the sense of being goal- or end-directed.
Socrates—Ilike the Athenians—thinks he knows what is best and acts to achieve it.
Of course, either or both parties could be wrong about what is best, and also wrong
about how to achieve what they desire. So this sort of teleology involves nothing like
backward causation, or the end state literally bringing about the stages that lead to it.
It is rather that the sequence leading to the end state becomes comprehensible when
seen in light of the beliefs and desires of the agents.

In the first part of the passage, Socrates states that be was hoping to find in
Anaxagoras such a teleological explanation of the cosmos itself: that the stars and
earth and planets are and behave as they do because that is for the best. This sort
of cosmological teleology is something modern science has abandoned entirely. We
don’t think that the universe as a whole was designed or intended to be any way at
all, and so to try to comprehend it in those terms is an error. But even if so, it is not
always an error to seek teleological explanations of this sort, since there are agents
with desires for what they take to be good and beliefs about how to achieve them.

The theory of evolution provides yet another sort of model of scientific explana-
tion. There, no agent aiming at any end is involved, but still the result is in many
respects as if there were such an agent. Darwin was quite clear about this. The farmer,
as a conscious agent, desires to have fatter pigs, and so chooses the fattest of the pigs
he has to breed the next generation. Such artificial selection has an actual effect due
to genetics: the pigs become fatter and fatter through time, because the farmer wanted
them to be and acted to bring that about. We can say that later generations of pigs
were designed to be fat. What Darwin realized is that the very same selective mech-
anism could exist—somewhat less efficiently—without there being any conscious
agent with beliefs or desires involved. What does the work is just the selection: that
fatter pigs, because they are fatter, have a greater propensity to breed. In the farm,
the farmer and his desires is the mechanism that creates this situation but Nature, all
on its own and without any conscious aims, creates a form of Natural Selection with
the same effect. Hence we understand how living beings could evolve to appear as if
they had been designed for some purpose without there being any designer involved
at all. It was, of course, a brilliant insight.

Darwinian natural selection neither competes with nor displaces physics as a scien-
tific discipline providing understanding. Rather, both physics and evolution provide
different sorts on insight into the very same situation. It was this non-competitive—
and at times even symbiotic—existence of multiple sorts of explanation and under-
standing that Aristotle insisted upon, and that we can also see before him in Plato.



144 T. Maudlin

Insofar as one employs a psychological explanation to account for a physically-
described event—the cup of hemlock was raised against the gravitational potential
because Socrates wanted to drink it—one might regard this as allowing for a sort of
“top-down explanation”, with the special science (psychology) at the top and physics
at the bottom. But once again, this does not interfere with or displace the existence of
a purely physical account of everything that happens using purely physical concepts
and laws. The psychological states do not push the electrons and protons and neutrons
around (as Descartes imagined they would), rather the psychological states are real-
ized by constellations of protons and electrons and neutrons organized in a certain
way.

This account of “top down explanation” invokes a sort of hierarchy, in the sense
that physics “lies at the bottom”. But the special sciences—meteorology and geology
and psychology and computer science and so on—do not form a strict hierarchy in
the sense that each one must be placed either “above” or “below” every other. Rather,
each deploys its own proprietary set of concepts and principles that can create a form
of understanding. There may well be no such thing as “complete understanding” of
any event in the physical world, but if there is it would involve grasping it under the
conceptual categories of all the applicable special sciences in addition to physics.
Have only physical understanding—no matter how complete in its own terms—
would leave one completely ignorant of the most important aspects of the trial and
death of Socrates, to take an obvious example.

There is yet another, distinct, sense in which Aristotle and Plato insist on a sort
of “top-down” structure to explanation. This sense requires understanding “top” and
“bottom” in a different way: the top is a more generic description and the bottom a
more specific description. These descriptions need not belong to different sciences
or employ different sorts of descriptive resources. But the top and bottom are related
in this way: specifying the lower description logically fixed the higher, but not the
other way around. The higher level omits detail that the lower lever includes.

Here is an example that Aristotle discusses (Posterior Analytics 74a22-75b4,
translation Jonathan Barnes):

For this reason, even if you prove of each triangle, either by one or by different demonstrations
that each has two right angles--separately of the equilateral and the scalene and the isosceles--
you do not yet know of the triangle that it has two right angles, except in the sophistic fashion,
nor do you know it of triangle universally, not even if there is no other triangle apart from
these. For you do not know it of the triangle as triangle, nor even of every triangle (except
in respect of number; but not of every one in respect of sort, even if there is none of which
you do not know it.)

So when do you not know universally, and when do you know simpliciter? Well, clearly
you would know simpliciter if it were the same thing to be a triangle and to be equilateral
(either for each or for all). But if it is not the same but different, and it belongs as triangle,
you do not know. Does it belong as triangle or as isosceles? And when does it belong in
virtue of this as primitive? And of what does the demonstration hold universally? Clearly
whenever after abstraction it belongs primitively--e.g. two right angles will belong to bronze
isosceles triangle, but also when being bronze and being isosceles have been abstracted. But
not when figure or limit have been. But they are not the first. Then what is first? If triangle,
it is in virtue of this that it also belongs to the others, and it is of this that the demonstration
holds universally.
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Let’s break this down.

Suppose you have before you an isosceles triangle, and also a perfectly valid proof
that all isosceles triangles have interior angles equal to two right angles, a proof that
makes use of the fact that the triangle is isosceles. Then, according to Aristotle, you
know that the triangle in front of you has interior angles equal to two right angles,
but you do not yet understand why. For the fact that it happens to be isosceles is
merely accidental and irrelevant to the fact to be understood, as accidental as if it
were also made of bronze. This is demonstrated by, for example, Euclid’s proof,
which merely requires that the figure be a triangle and leaves it unspecified whether
it is scalene, isosceles or equilateral. The fact that the proof goes through without
need of the more specific description shows that the specific distinctions between
triangles are explanatorily irrelevant. Merely being triangular accounts for the sum
of the interior angles, and the additional fact that it is an isosceles is irrelevant. So
long as one does not understand that, one does not really appreciate why the interior
angles are as they are.

In similar fashion, most of the specific physical detail of Socrates’ body and brain is
irrelevant to understanding why he remains in the cell and does not run away. The laws
of physics require the complete specific to apply, but the principles of explanation
do not. Even remaining within the vocabulary of physics alone, and not bringing in
psychology, sometimes the explanation of a phenomenon requires conceptualizing it
at a more generic rather than more specific level. This is the foundation of statistical
mechanics and statistical explanation in general. Appealing to the ideal gas laws or
the laws of thermodynamics to explain the behavior of a box of gas allows one to
abstract away from most of the fine physical detail and to comprehend (in a sense)
what is really going on. As a rough rule of thumb, understanding of a phenomenon
is achieved by rising to the highest level of generic description or of abstraction at
which the phenomenon can be accounted for.

This last suggestion is just a rule of thumb in that one can, in some instances, rise
to too high a level of abstraction. For example, triangles in a Euclidean space form
the class of polygons with interior angles equal to two right angles, and Euclid’s
proof shows why all Euclidean triangles have that property. But if we expand our
scope from Euclidean geometry to all geometries of constant curvature, there will be
some non-Euclidean polygons (quadrilaterals, pentagons, etc.) in negatively curved
spaces that also have interior angles equal to two right angles. Does the inability of
Euclid’s proof to deal with them show that his proof is still not at the correct level of
generality?

The answer to the last question is surely “no”, but the reason is subtle. Euclidean
triangles together with the various non-Euclidean polygons mentioned above really
are a geometrically miscellaneous class, and what shows this is that there is no
natural proof that encompasses them all. These matters are very nicely discussed in
Imre Lakatos’ classic Proofs and Refutations (Cambridge University Press, 1976),
but it would take us too far astray to go into details here. For present purposes, we
need only note that, as Aristotle already remarked, if we understand “causation” in
terms of “explanation” and the “top-to-bottom” direction to be “more-generic-to-
more-specific”, then there is indeed top-down causation in the sense of explanation
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that must be provided at the more generic level of description. This accounts for
the appeal to more generic levels of description in explanation even within the same
science, such as statistical-mechanical or thermodynamics explanations offered in
physics, even where more detailed and specific physical descriptions of the system
exist.

2 “Top-Down” Explanation and Locality in Physics

There is a another sort of “top-down” causation and explanation that occurs in modern
physics, specifically in quantum theory, which is worthy of note. Unlike the examples
in the first part of this essay, it does not involve distinguishing physics as a discipline
from other sciences: this is a distinction that occurs within physics itself. Further, it
came as a complete surprise. Einstein, for example, judged that the historical trend
of physics up until the twentieth century had been running in a direction opposite to
this causal structure, which is the source of much of his objection to quantum theory.
The easiest way into this issue is to forget for a moment about the distinction of “top”
and “bottom” and focus instead on the distinction between “local” and “global” (and
eventually between “local” and “non-local’).

Einstein exposited his view with characteristic clarity in a famous letter to Max
Born, which bears repeating here:

If one asks what, irrespective of quantum mechanics, is characteristic of the world of ideas
of physics, one is first of all struck by the following: the concepts of physics relate to a real
outside world, that is, ideas are established relating to things such as bodies, fields, etc.,
which claim “real existence” that is independent of the perceiving subject—ideas which, on
the other hand, have been brought into as secure a relationship as possible with the sense
data. It is further characteristic of these physical objects that they are thought of as arranged
in a space-time continuum. An essential aspect of this arrangement of things in physics is
that they lay claim, at a certain time, to an existence independent of one another, provided
these objects “are situated in different parts of space.” ... This principle has been carried to
extremes in the field theory by localizing the elementary objects on which it is based and
which exist independently of each other, as well as the elementary laws which have been
postulated for it, in the infinitely small (four-dimensional) elements of space.'

What Einstein remarks is a historical tendency for physics to become more and more
local in both its ontology and its dynamical laws. He expected that trend to continue.

The basic idea behind locality here is easy to exposit. Take the four-dimensional
space—time manifold (or higher-dimensional if there are compactified spatial dimen-
sions) and cover it with a collection of small overlapping open patches of the sort
commonly referred to as the local maps in an atlas. It is not really essential that the
maps be open, but rather that they have two features collectively: (1) every point
in the manifold is covered by at least one map and (2) the maps overlap so that in
passing from one to another by a continuous motion there is non-zero length of the

! Einstein quoted in Born (1971).
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trajectory of the motion that lies in both. The second requirement allows statements
to be made about how the maps relate to each other in the overlap region.

We can call a physical fact “local” to a map if it can be specified in that map without
reference to anything at all outside the region covered by the map. In this sense, the
classical electromagnetic field is clearly a local object: in any open region of space—
time, one can specify what the electromagnetic field there is without reference to
what it is anywhere outside the region. If the atlas of maps covers the whole space in
the way required, and the electromagnetic field is specified in each individual map,
then the global state of the electromagnetic field is specified completely. That is what
it is for some ontology to count as “local”. Clearly, the disposition of classical point
particles in a space—time is local in this sense.

But Einstein notes something even more. Not only is the ontology of classical field
theory local, its dynamics is as well. The explication of this is exactly parallel. Cover
all of space—time with an atlas of maps, where the individual maps can be as small as
you like. Describe the physics in each map without reference to any other. That fixes
the local ontology. But also, in a classical field theory whose dynamics is specified
by differential equations of the local ontology one can ask of each individual map—
irrespective of any other—whether the laws hold there. If the dynamics is local, then
the global satisfaction of the dynamics is nothing but the local satisfaction of it in
every map. That is a feature of Maxwellian electrodynamics, but not of Newtonian
gravity understood as an unmediated action-at-a-distance force.

Consider the latter case. Cavendish famously used a torsion pendulum to test
Newton’s gravitational theory. In that set-up, a dumbbell of lead weights was hung
from the ceiling by a thin wire which would then oscillate around an equilibrium
point. When Cavendish placed larger lead balls near the hanging ones, the gravita-
tional attraction caused the hanging weight to twist and the equilibrium point to shift.
Newton’s law of gravity predicted the angle of shift as a function of the weights of
the lead balls, their distances, and the torsion provided by the wire. But what Newton
famously did not do was provide any hypothesis about exactly how the gravitational
force was produced between the weights. Various different hypotheses are possible.

One hypothesis is that each weight produces a gravitational field akin to the later
electromagnetic field postulated by Maxwell. One would need some law about how
the value of that field is related to the distribution of mass, but the main point for
present purposes is that such a field would be a piece of local physical ontology. The
gravitational force felt by any mass would be determined by the local gravitational
field. If each map described the local masses and also the local fields, one could
check whether the equations for them are satisfied in that map.

Contrast this with the hypothesis (which Newton positively rejected) that masses
act gravitationally on each other at a distance, with no intervening local ontology. In
that case one could not verify whether the laws of gravity hold by verifying it map
by map. For example, consider a map that covered just the torsion pendulum but not
the rest of the lab. In that map of the experiment, one could verify that at a particular
time the equilibrium point of the oscillation shifts, but there would be nothing that
accounts for the shift that shows up in the map since the introduction of a large lead
weights would occur outside it. The dynamics of the action-at-a-distance Newtonian
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gravitational theory is non-local, while that of the gravitational-field variant is local.
By Einstein’s lights, the local theory would be preferable and more in line with the
historical progression of physics.

In a local theory there is a clear sense in which the collection of local facts is
more “basic” or “foundational” than the global facts which follow from them. In an
obvious sense, the global facts are nothing “over and above” the collection of local
facts recorded in the maps. And this is a stronger sense of “nothing over and above”
than is secured by the standard philosophical notion of supervenience. Even in the
action-at-a-distance theory, the global facts—and the holding of the fundamental
dynamical law—supervenes on the collection of local facts. But there, the holding of
the dynamical law requires something quite different from its holding in each local
map separately. In the theory with local ontology and local dynamics, there is a very
strong sense in which the entire physics is local, and the global conditions are nothing
more than the “sum of the local parts”. In such a theory, all efficient causation can
be accounted for locally—by the reaction of local items to other local items in their
immediate neighborhood. So if we characterize the global as the “top” and the local
as the “bottom”, there is no top-down efficient causation in a local physical theory.
The local physics does what it does on its own, and the global states just come along
for the ride, as it were. This was Einstein’s vision, and it illustrates a version of
denying a form of top-down causation: the laws and the ontology exist locally at the
bottom, and the global behavior is an inevitable logical consequence of the local in
that there is no irreducibly non-local ontology or dynamics (nomology).

Quantum mechanics challenges all of that. Everyone is familiar with Einstein’s
complaint of “spooky action-at-a-distance” in the understanding of quantum theory
propounded by Bohn and the Copenhagen school. That complaint was founded on
the “collapse of the wavefunction” as a form of action-at-a-distance. Einstein thought
of the “collapse” as merely epistemic conditionalization, not anything physical at all,
but that required simultaneously rejecting the claim that the wavefunction provides
a complete physical description of a situation (otherwise there could be no new
information to conditionalize on). This dialectic underlies the EPR argument.

An even greater challenge to the “all is local” credo, as Schrédinger recognized,
lies in the structure of the wavefunction itself, quite apart from issues of collapse.
Entangled wavefunctions of spatially separated systems contain more information
than the logical sum of the local descriptions (density matrices) ascribed to the parts.
Unlike the electromagnetic field, the wavefunction of one subsystem cannot even
be mathematically specified without reference to the other, distant system. So if one
takes the wavefunction to describe a piece of physical ontology, that ontology itself
cannot be local in Einstein’s sense. It cannot be specified local-map-by-local-map.

Einstein, of course, was aware of all this. That’s why he rejected that idea that the
wavefunction describes any individual ontological item at all: he preferred a statis-
tical understanding of it as a description of the statistical properties of a collective of
systems. If such an account could be carried out, then the mathematical non-locality
of the wavefunction would no longer be worrisome since the wavefunction would not
represent any piece of individual physical ontology of a system at all. One problem
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with this statistical approach, though, is that the interference effects such as two-
slit interference require the wavefunction to describe something physically effective
at the level of individual experiments. In order to avoid particles ever appearing at
places when both slits are open where they sometimes appear when only one slit or
the other is open, there must be something physically sensitive to the state of both
slits on each individual run. That is the reason that Einstein’s statistical approach to
the wavefunction was destined to fail.

We can therefore now put together two ideas that seem unavoidable in quantum
theory. One is that the mathematical wavefunction used to describe a system repre-
sents an irreducibly global sort of item, which we may call the quantum state of an
individual system. When entangled, the quantum state of a system with spatially sepa-
rated parts cannot be represented as merely the sum of some physical states of the parts
taken separately. But the everyday world we are familiar with, as John Bell insisted,
is not composed entirely of such a global and non-localized item as the quantum
state. In addition, there must be what he called some local beables, which do inhabit
small localized regions of space—time. There are various hypotheses about what the
local beables might be, including particles, local fields, and even point-events called
“flashes”. But whatever they are, the familiar shapes and spatial dispositions of table
and chairs and cats and laboratory apparatuses must be determined by the config-
uration of these local beables. The non-local quantum states only has observable
empirical effects via its influence on these local beables. That is, the quantum state
must, somehow or other, play a causal role in determining the locations of the local
beables. If it did not, then there could not be any empirical reason to postulate its
existence.

So: if we say that in a certain sense the global is at the “top” and the local at the
“bottom”, that puts the quantum state of a system at the top and the local beables
at the bottom. And what quantum theory suggests, contrary to anything in classical
physics, is that there is fundamental top-down causation: the irreducibly global and
non-spatially located quantum state really does “push the local beables around”,
much as Descartes postulated that the immaterial mind could deflect the trajectories
of material particles in the pineal gland. In this quite surprising sense, quantum
physics itself posits a sort of top-down causation that has no analog in classical
physics.

In sum, there are various ways to draw the distinction between a top and a bottom
or a higher and a lower sort of realm. And there are also various meanings that can be
given to a “cause’: it can be a sort of efficient cause, or some other sort of explanatory
principle. In the course of this essay, I have argued for several distinct theses.

First, we can characterize physics as the “bottom” or “most fundamental” empir-
ical science since it provides the most precise and detailed description of an observ-
able item and because its scope is programmatically universal in way no other
science is. The various special sciences—botany, geology, psychology, etc.—then
stand “above” physics. I do not believe in any top-down efficient causation in this
sense: botanical characteristics do not, per se, influence the physical trajectories of
things. But that does not mean that botany reduces, even in principle, to physics. The
special sciences can provide explanations and understanding of phenomena that
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physics alone cannot. So when the “cause” is understood as an explanation, there
can be top-down causation in this setting.

Even within physics itself, and elsewhere, we can also characterize the more
specific description of an item as “below” or “more fundamental” than any generic
description that omits information about it. Here too, the generic is never an efficient
cause of the specific, so there is no top-down causation in that sense. But just as with
the special sciences, there can be a sort of explanation or insight or understanding
of a fact that flows from a more generic description rather than a more specific one.
In mathematics, this means looking for the most generic characterization of an item
from which a certain feature of interest can be proven. In statistical explanation, it
also involves seeking less detailed, more generic characterizations from which the
behavior of interest can be shown to necessarily or typically follow. So again, we
have no top-down efficient causation, but we do have top-down explanation.

Finally, within fundamental physical ontology we can distinguish the fundamen-
tally local physical items “at the bottom” from the irreducibly global (if any) “at the
top”. This happens in quantum physics, but not in classical physics. And here we
do find top-down efficient causation: the quantum state is a cause of the motions of
the local beables in the most concrete and familiar sense of cause. Exactly how that
causation works differs between different “interpretations” of quantum theory, but
that there is some such influence of the quantum state is held in common by all.

And somewhere mixed up in all of this is the place and role of consciousness in
the physical world. But how exactly that fits in is, at least for the moment, beyond
our ken.
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1 Introduction

The purpose of this contribution is to better specify the profile of complexity and
conceptual approaches to be considered for dealing with irreducible, analytically
non-zippable, and theoretical incompleteness and quasi-ness of processes of emer-
gence in complex systems. The dominant theme to have in mind is having to deal
with complex systems requiring approaches involving issues such as logical open-
ness, incompleteness, and quasi-ness. Neglecting or incorrectly approximating these
aspects is a new form of reductionism.

In Sect. 2 we elaborate the concept of Multiple Systems, whose components
interact in multiple ways and play multiple interchangeable roles, such as in
ecosystems.

In Sect. 3 we consider logical openness contrasted with logical closedness, when
modeling may be only partial and the strategy of being able to completely repre-
sent complex phenomena is ineffective rather than just wrong. This is because of the
multiplicities of complex systems acquiring coherent sequences of new properties in a
phase-transition-like manner. The properties characterizing complexity and its emer-
gent nature have different aspects, not precisely separable, but indeed often occur-
ring simultaneously, with or without regularity. Precise, well-defined natures are in
reality often simplifications useful for making complex processes and phenomena
more tractable and for suitably approximating them.

In Sect. 4 we introduce the conceptual framework of theoretical incompleteness
related to equivalences, processes of losing and recovering coherence in Multiple
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Systems of complex phenomena such as collective behaviors. We discuss the crucial
role of weak forces in breaking equivalences, setting tentative initial conditions and
having long-range effects such as in deterministic chaos. Theoretical incomplete-
ness, already considered in physics, for instance, with uncertainty principles, and in
mathematics, states the multiplicity of non-equivalences in representing phenomena.
Theoretical incompleteness is a property of multiple equivalences of becoming, of
its analytically intractable multiplicity.

In Sect. 5 we consider approaches introduced in the literature, the Dynamic Usage
of Models (DYSAM) and meta-structures suitable for dealing with the logical open-
ness, incompleteness and multiplicity of complexity. Examples of possible applica-
tions are multiple, non-equivalent representations and models, clusters, infra-clusters,
statistical properties, and ergodicity.

In Sect. 6 we outline the issue of quasi-ness. Significant aspects of quasi-ness
differentiate it from incompleteness. On the one hand, incompleteness is intended
as inexhaustible, incomplete multiplicity, while quasi-ness is intended to relate to
levels of instabilities, irregular alternations of collapse and recovery, when a system
is not always a system, not always the same system, and not only a system.

In Sect. 7 we discuss how considering issues of complexity such as logical open-
ness, incompleteness and quasi-ness reveals new forms of reductionism when such
aspects are neglected or approximated in a non-scientific attitude.

In Sect. 8 we propose possible further research dealing with regimes of validity
of sub-symbolic properties and processes of transience within complex systems.

We conclude by stressing how the new form of reductionism consisting in
neglecting the properties of complexity considered here often occurs by using
non-complex systemic concepts and properties.

2 Emergent and Non-emergent Multiple Systems

Multiple Systems are fundamentally considered as given by the multiple roles of
their constituting interacting components, such as in the case of multiple interactions
(Minati & Pessa, 2018, pp. 42-45; pp. 166—170). A scheme is presented in Fig. 1; a
classic example is that of ecosystems.

The situation we are considering here is when, for instance, there is:

e interchangeability among components, which take on the same roles at different
times and different roles at the same time, e.g., ergodic behavior. It is matter
of equivalences reducing degrees of freedom and allowing stability in collective
behaviors (see Sect. 2.3);

e multiple mediated flows of information with no direct, linear conveyance of infor-
mation when non-spatially close neighbor nodes in networks and ‘boids’ in collec-
tive behaviors have a suitable topological distance (Ballarini et al., 2008) and
in remote synchronization (Gambuzza et al., 2013; Minati, 2015). In collective
animal behaviors
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Fig.1 Multiple System with simple examples of multiple interactions and multiple roles of
elements

Correlation is the expression of an indirect information transfer mediated by the direct inter-
action between the individuals: Two animals that are outside their range of direct interaction
(be it visual, acoustic, hydrodynamic, or any other) may still be correlated if information is
transferred from one to another through the intermediate interacting animals (Cavagna et al.,

2010).
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e multiple roles, e.g., in networks the same node interconnects in multiple ways
with other nodes.

The consideration of Multiple Systems corresponds to an attitude of general
respect, that is, taking account of the weak micro-dynamics usually supposed irrel-
evant and ignored as overwhelmed by predominant ones establishing macroscopic
behavior, but significant and decisive for emergent behaviors of collective systems.
The macroscopic behavior is erroneously supposed to suitably approximate the sum
of micro-dynamics that are actually non-summable because of their different natures.

Such multiple micro-dynamics are, rather, the source, as we will see below, of
incompleteness, quasi-ness, fluctuations, crucial breaking of equivalences, macro-
scopic irreducibility, continuous environmental trade-offs, microscopic changes of
minimal vector components contextually phenomenologically available and crucial
for metastable or equivalent states.

Examples of non-emergent Multiple Systems include networks where the same
node interconnects in multiple ways with other nodes; the cooperative and multiple
roles of the values of sensors constituting, at one and the same time, safety and
regulatory systems; the multiple reuse of profiling data; programs and nodes of the
internet; and values in electrical networks simultaneously establishing control and
regulatory systems.

Such multiplicity allows one to indirectly influence a system through easier
influence on one or more elements shared with another system, or on one
or more systems (sub-communities) of the Multiple System under considera-
tion, such as in social Multiple Systems, e.g., shared members simultaneously
belonging to families, corporations, workplaces, passengers on means of trans-
port, customers in supermarkets, and in considerations of advertising, political
influencing, and information.

2.1 Emergence and Multiple Systems

In the literature there are distinctions among processes of self-organization and
emergence when considering, for instance, how in self-organization the sequence
of new properties (‘new’ compared to those possessed by the interacting compo-
nents) acquired in a phase-transition-like manner (Brovchenko & Oleinikova, 2008;
Brovchenko et al., 2005) has some regularities, repetitiveness, and synchronizations,
e.g., whirlpools, while in emergence the sequence of new properties acquired in a
phase-transition-like manner (Paperin et al., 2011) is not regular, not repetitive, but
coherent, e.g., flocks and swarms (Minati & Pessa, 2018, pp. 65-86; pp. 255-260;
Minati, 2019a). In this view regularities and repetitiveness of self-organization are
particular cases of the coherence of emergence (Minati, 2016a).

Coherence may be understood as diffused correlation, such as long-range, scale-
free correlation. As is well known in probability and statistics, the concept of corre-
lation is very similar to that of covariance measuring levels of dependency between
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independent variables. However, it is difficult to compare covariances among data
sets having different scales, when, for instance, a value representing a strong relation-
ship for one data set might represent a very weak one in another. It is then possible
to normalize the covariance as the product of the standard deviations of the vari-
ables and create a dimensionless quantity. In this way correlation can be considered
the scaled version, or standardized form of covariance. Through correlation coeffi-
cients, it is possible to measure the similarity between the variation of two entities,
e.g., signals or waves. Synchronization may be regarded as a particular case of corre-
lation, as in physics relating to oscillatory phenomena, such as individual oscillators
being in phase. Quasi-coherence considers, for instance, different variable ranges
of validity within the population of interacting elements under study, oscillations
between coherence and non-coherence, and the occurrence of different coherences
(see Sect. 6).

The phenomenological becoming of processes of emergence requires multiplicity
and, as we will see below, it is not only theoretically, i.e., intrinsically and unavoidably
incomplete, but also requires incompleteness in order to take place (see Sect. 4.4).
This is related to how emergence emerges (Minati, 2019a) once the process has started
in non-equivalent structural multiplicities. However, the consideration of properties
of emergent phenomena implicitly ignores properties of their generative phenomena.
This is the case of the geometry of a spider’s web, which does not represent the
phenomenological process, the generative mechanisms of web building by the spider,
but a detectable resulting property.

Similarly, long-range correlations, polarization, power laws, fractality and more
are detectable properties, rather than as-yet not understood generative phenomeno-
logical processes, for instance, “Whatever the origin of the scale-free behavior is ...
the fact that the correlation is almost not decaying with the distance, is by far the most
surprising and exotic feature of bird flocks. How starlings achieve such a strong corre-
lation remains a mystery to us,” (Cavagna et al., 2010). Furthermore, other detectable
rather than generative properties, such as self-similarity and synchronization, perva-
sively occur in living systems, whether vegetal, e.g., fractals in broccoli and leaves,
or in animals, e.g., fractals in snail and clam shells.

2.2 Emergent Multiple Systems

The concept of Multiple System particularly applies to emergent complex systems
established by collective behaviors, or collective systems.

The dynamics of emergent collective systems refers to the complexity of
the systems continually transforming themselves however coherently or quasi-
coherently.

As examples we may consider (Vicsek & Zafeiris, 2012):

e collective systems emergent from the collective motion of living systems provided
with significantly complex cognitive systems, including anthills, flocks, herds,
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schools, swarms, and traffic. In these cases, the behavioral interactions take place
through cognitive processing.

e collective systems emergent from the collective motion of living systems supposed
without cognitive systems, including amoeba, bacterial colonies, cells, macro-
molecules, and composing protein chains. Examples of collective systems emer-
gent from the collective motion of non-living systems include nano-swimmers
(magnetic nano-propellers), nematic fluids (fluids with internal orientational order
of the building blocks, such as liquid crystals), networks, signal traffic, rods
on vibrating surfaces, and interacting communities of simple stimulus-reaction
robots.

e collective artificial systems emergent from the collective interactions of various
natures (cognitive and non-cognitive) other than physical motion, including
human communities such as companies, hospitals, inhabited housing struc-
tures and schools, communities of mobile phone networks, industrial districts,
markets, cities, networks like the internet, and vehicle queues. Interaction is
given by systems of cognitive processing and physical reactions, such as in
energy exchanges. We discussed the case for Collective Beings in (Minati &
Pessa, 2006, pp. 97-134), understood as constituted by the same elements inter-
acting in different ways to accommodate the acquisition of various non-equivalent
properties and establishing Multiple Systems.

A generic conceptual example of a Multiple System in Fig. 1 relates to multiple
roles taking place when considering multiple, interrelated, almost networked, bio-
chemical and physical properties of composing elements, as in ecosystems.

2.3 Variables to Model Emergent Multiple Systems

Among a large variety of possibilities, the variables considered here are intended to
have an intrinsic collective nature suitable for and compatible with multiplicities of
soft values possibly related to weak forces (see Sect. 4.3).

The complexity we have in mind here pertains to processes of emergence having
non necessary, large numbers of interacting components facilitating and making
evident collective phenomena.

The variables, contextually defined for ongoing processes, are intended to capture
and represent multiplicities related to, for instance:

e Interchangeability due to commensurability, compatibilities, equivalences, and
similarities;

e Multiple roles of the elements when different and multiple regimes of interac-
tion apply. Furthermore, multiple roles of elements allow for variations while
belonging to one system and for having effects belonging to another one, allowing
thus the cross-conveying of partial behavioral properties, as in collective behaviors
(see above).
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e Multiple roles due to unintentional or phenomenologically different, superim-
posed roles, such as for elements found to play the same role with different
meaning in simultaneously belonging, for instance, to multiple networks where
the same nodes may belong to different networks simultaneously (Nicosia et al.,
2013), and to different clusters (see Sect. 5.2).

Migration of elements in Multiple Systems from one class to another one and simultaneously
belonging to more than one is not active, but a matter of belonging, i.e. interchangeability
of roles intended as belonging to classes ... Interchangeability of roles within collective
behaviours can be considered represented by its ergodicity. This is, of course, an idealistic
simplified situation. We should, rather, consider different more realistic situations. We may
consider cases of multiple ergodicity related to the ergodicity of the values adopted by
different state variables, e.g. speed, direction and altitude, and by different clusters ... The
degree of ergodicity is given by:

E, = 1/[1 + (X,% — Y, %)*]

where we may consider Y, % as the average percentage of time spent by a single element in
state S and X, % as the average percentage of elements lying in the same state over a given
observational time and considering a system composed by finite, constant over time number
of elements. The state shows ergodicity when X,% = Y, % and the degree E, adopts its
maximum value of 1 (Minati & Pessa, 2018, p. 162, see Section 4.5.1).

In the following Sects. 3, 4, 5, and 6 we introduce concepts and approaches for
dealing with the complexity of Multiple Systems.

3 Logical Openness

A first conceptual approach is logical openness, introduced as corresponding to
the thermodynamic and the usual system openness (Minati et al., 1996, 1998) and
elaborated in publications such as Minati (2016a) and Minati and Pessa (2018).

The concept of logical openness takes from thermodynamic openness the admis-
sibility of a conceptual flux of non-equivalent approaches to model a phenomenon.
The logical openness relates to the admissibility of multiple non-equivalent repre-
sentations dealing with the multiplicity of complex systems, rather than using the
approach of looking for the final, best, definitive one (the true one in the reductionist
view).

The subject is introduced here from the opposite concept of logical closedness.

3.1 Logical Closedness

Thermodynamically closed systems are intended as being isolated, that is, without
exchange of either matter or energy with the other systems of the environment. Their
evolutionary paths are internally stated and they can reach their final state solely
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as determined by the initial conditions. It is possible to consider the concept of
logically closed modeling as corresponding to the thermodynamically closed systems
the evolution of which it is suitable to describe.

More precisely, logically closed modeling is defined as having available:

1. a complete, formal description of the relations between the state variables of
the system;

2. acomplete, analytically describable representation of the interactions between
the system and its environment.

Knowledge of these two points allows deduction of all possible states which the
system can subsequently assume. It is a clockwork, Laplacian world, understood
as functioning rather than emergent. It evokes the concept of computability when a
complete computational procedure, i.e., an algorithm, is available, or more generally,
when a procedure is intended to exhaust the representation of a process.

3.2 Logical Openness

Logical openness takes place in the violation of the above points. Logical openness
(Minati et al., 1998; Minati & Pessa, 2000, pp. 111-112; 2018, pp. 47-51) can
be considered as the infinite or non-depleting number of degrees of freedom for
the system, including the environment (in principle independent), thus making the
system incomplete.

This is the case in complex systems the degrees of freedom (system variables) of
which are not only imprecise and variable in number, but continuously acquired. As
we shall see below (see Sect. 4.1) considering DYSAM, complex systems acquire
n-sequences of new, non-equivalent properties to be dealt with by adopting suit-
able corresponding models and their combinations. The corresponding n-levels of
representation and n-levels of modeling are characterized by:

e their non-equivalence;
e the possibility of adopting a strategy of moving between levels, allowing
simultaneous usage of more than one level.

The incompleteness of logical openness is given by usage of a variable number
of non-equivalent models and by the indefiniteness of n due to the abductive
and constructivist (see Sect. 4.3) generation of representations and models by the
observer.

More generally, the concept of logical openness is related to the theory of cognitive
operators (Diettrich, 2001) and uncertainty principles (Minati & Pessa, 2006, pp. 55—
64). This introduces the subject of incompleteness, considered later (see Sect. 4).
Regarding the theory of cognitive operators, we mention the classic situation of the
behavior of a complex system whose subsystems are an observed system, a kind
of environment, and an observing system, for instance the researcher. The observed
system initially inputs its state ¢ to the observing system, perturbing, in turn, the
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observed system, due to the process or act of observation itself. This perturbation
can be described as the action of an operator R which acts on ¢ and gives rise to a
new state of the observed system Rg (see Fig. 2).

The input to the observing system will no longer be ¢ but R ¢. After another
observation the input will be RR ¢. After n-observations, we will have R" ¢ and the
observer will have no possibility of detecting stable feature of their environment. An
interesting case occurs when we have fixed environmental states (fixed points) ¢ * for
which Rp* = ¢* despite the perturbations induced by the observer; then detecting
the environment is in the invariant state ¢ *.

With respect to uncertainty principles, we note how the above arguments gener-
alize experimental cases such as Heisenberg’s well-known uncertainty principle'
and that in signal analysis. The latter can be expressed as Aw Az > 1/2, where Aw
is the so-called spectral width or the signal or uncertainty in the frequency of its
components, whereas At is the so-called temporal width or the uncertainty in the
time location of its components (Minati & Pessa, 2000, pp. 55-64).

We may consider logical closedness versus logical openness in relation to what
Feynman considered as ‘Greek’ versus ‘Babylonian’ mathematics. The ‘Greek’
approach to mathematics is characterized by the tendency to arrange theories on
an axiomatic basis, whereas Feynman writes.

What I have called the Babylonian idea is to say, “I happen to know this, and I happen to
know that, and maybe I know that; and I work everything out from there. Tomorrow I may
forget that this is true, but remember that something else is true, so I can reconstruct it all
again. I am never quite sure of where I am supposed to begin or where I am supposed to end.
I just remember enough all the time so that as the memory fades and some of the pieces fall
out I can put the thing back together again every day.” (Feynman, 1967, p. 45)

and

In physics we need the Babylonian method, and not the Euclidian or Greek method. (Ibid.,
p. 47)

! The uncertainty associated with the location of a particle, denoted by Ax, and associated with its
momentum, denoted by Ap, are connected by the Heisenberg relationship Ax Ap > h/4x, where h
is Planck’s constant.
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4 The Concept of Theoretical Incompleteness

This subject is elaborated in publications such as Longo (2011, 2019), Minati (2016a),
Minati and Pessa (2018), and Minati et al. (2019).

4.1 Compatibilities, Similarities, Analogies,
Commensurability, and Equivalences

The incompleteness we are outlining here is not due to lack of completeness which
is temporary and recoverable, but intrinsic non-completability that, if not occur-
ring, would at least partially destroy intrinsically incomplete phenomena of self-
organization and emergence constituting complex systems. For instance, hypothetical
complete, analytical representations of emergence, zippable (Minati & Licata, 2013)
in analytical equations, would be incompatible insofar as they would allow regulation,
control and predictability, all properties contradictory to processes of emergence.
Hypothetical complete, analytical representations may be compatible with processes
of multiple synchronizations of self-organization, while being incompatible with the
logical openness of processes of emergence.

Reductionist representations and approaches neglecting such peculiarities and
used to influence (see the operator ‘R’ in Sect. 3.2) phenomena of emergence are
not only ineffective, but increasingly deprive them of their unpredictable, non-
equivalent multiplicity, between which levels of coherence are continuously dynam-
ically established, interrupted and restored in partial and nonhomogeneous ways.
Influences based on completeness have the similar invasive, prescriptive nature of
strong forces, while weak forces (see Sect. 4.3) play the role of suggestions to be elab-
orated by the complex system (for instance, deciding among equivalences), rather
than being substitutive, context-less, strong impositions. Incompleteness leaves the
system the possibility to decide among equivalences, eventually acquiring coher-
ence, as in cases of emergence. An interesting case is that of surgery, obviously
invasive but inevitably incomplete, leaving the operated body the role of elaborating
the intervention, adapting or even rejecting it.

We are dealing, according to the levels of complexity of the cases studied, with
ecosystems of interactions, i.e., variably applying, having changing parametrical
values and different temporal durations, partially superimposed, combining
among themselves, and able to mutate.

We may consider, within such conceptual ecosystems, categories of incomplete-
ness suitable to be considered as aggregated and establishing multiple incomplete
dynamics. Such categories may be understood as items aggregated according to
different aspects of incompleteness such as:

e Compatibility, such as ability to share the same environmental conditions, perform
the same or similar roles, have significant levels of interchangeability;
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e Similarity, such as having equivalences in properties of a different nature, e.g.,
geometrical, material, and behavioral;

e Analogies, the process of making which is not exactly a logical inference, but
a sort of incomplete induction reduced to only some aspects or variables. For
instance, consider the case in which an entity A has all the attributes a,. B has
some of the attributes a,,, for instance not the attributes {a; }, where / <k < C <
n. C is considered as the level of analogy. However, two analogous entities may
not be equivalent, as in a flock where two birds may be analogues, e.g., in age,
amount of food ingested, dimensions, and weight, but not equivalent on account
of having different speeds, directions and topological positions, e.g., at the center
or at the border;

e Equivalences, when entities or processes not necessarily analogous play similar,
interchangeable roles. Context-dependent equivalence does not require nor imply
analogy, for instance two non-analogous ‘boids’ may play equivalent topological
roles;

e Commensurability, given by measurability or comparability by a common
standard;

e Clustering within the same ranges of values (Aggarwal & Reddy, 2013; Boulis &
Ostendorf, 2004; Minati & Pessa, 2018, pp. 112-114).

The intrinsic incompleteness of such aggregates is given by their very high
dependence on the levels of scale, representation considered and thresholds.

A very well-known approach to dealing with incompleteness in several disci-
plinary fields, such as bioinformatics, engineering and information theory, is based
on fuzzy sets, fuzzy logic and fuzzy systems. Fuzzy sets are defined as sets whose
elements have membership degrees within the continuous interval between 0 and
1 rather than, as in classical set theory, only O or 1. The approach is suitable
for dealing with problems in which information is incomplete or imprecise. In
those cases, however, imprecision relates to the level of membership, the member-
ship function characterizing the fuzzy set. Conversely, the imprecision we are
considering here, incompleteness, pertains to the sets themselves dynamically
composed of same elements, e.g., clusters and related clustering approaches, as
for Multiple Systems, and not only membership functions characterizing the
level of fuzziness.

4.2 The Concept of Theoretical Incompleteness

We distinguish the theoretical aspect of incompleteness from its phenomenolog-
ical ones because in the first case, incompleteness is intended as a property, not
necessarily negative and supposed to be recovered into completeness, contrary to
the second case. Cases of theoretical incompleteness include the uncertainty princi-
ples in physics mentioned in Sect. 3.2; the incompleteness theorems introduced by
Godel; the undecidability of cases where computable algorithms are not available;
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processes represented by non-analytic models based, for instance, on neural networks
and cellular automata, and natural computing (Brabazon et al., 2015; Mac Lennan,
2004); processes not reducible to procedures, such as workplace safety (Bonometti,
2012).

Incompleteness is considered here as having the non-completeness of represen-
tations for emergence as its necessary, if not sufficient, attribute, manifesting incom-
patibility between phenomena of emergence and their complete representations,
as mentioned above. As we will see, the problem is how to non-contradictorily,
non-destructively represent such incompleteness (for instance with DYSAM and
meta-structures, see Sects. 5.1 and 5.2).

Furthermore, in systems science the topic of incompleteness may be considered
in relation to the multiplicities, however coherent (Mikhailov & Calenbuhr, 2002),
of Multiple Systems regarded with respect to the multiple roles of their constituting
interacting components (Minati & Pessa, 2018, pp. 42-45; pp. 166-170) and inter-
changeabilities, such as ergodic, as stated above. In addition, the various ways of
incompleteness of Multiple Systems are prototypes of the quasi-systems introduced
in Sect. 6.

Focusing on the incompleteness of self-organization and emergence, we stress
that processes of emergence should be considered as a matter of incompletely,
e.g., analytically partially unruled, processes that, if for some reason they become
completely ruled, degenerate, losing their unpredictability and the dynamics among
levels of coherence that are actually continuously dynamically established, inter-
rupted and restored in partial and inhomogeneous ways. In short, a process of emer-
gence cannot be completely represented by a procedure, an algorithm, when any
randomization may simulate, but does not model or theoretically represent, struc-
tural unpredictability of emergence (Minati, 2016a; Minati & Pessa, 2018, pp. 100—
105). In Sect. 4.4. we will consider incompleteness as necessary condition for radical
emergence.

4.3 More on Incompleteness and Weak Forces

We consider here the incompatibility of complexity with reductionist, mecha-
nist understandings and approaches assumed complete and suitable for deciding,
prescribing, and imposing changes upon the system under consideration. Apart from
some admissible, elementary but still necessary interventions supposed to be repar-
ative, this approach to complex systems contains destructive attitudes. It is a matter,
instead, of introducing suitably changed constraints as inputs to be elaborated by
the system, for instance through adaptation.

We need representations suitably open to interface with complex systems,
allowing for the induction or proposal of changes to be subsequently elaborated
by the system supposed to carry out the induced changes. The interventions are not
supposed to reductively replace behavioral aspects of the system, but to be inputs
elaborated by the system itself.
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This attitude has a deep constructivism similar to asking questions, as experiments,
of Nature. Nature is intended to respond by making experiments happen. However,
there are no answers if there are no questions. On the other hand, events may be
turned into answers if we invent the appropriate questions. Interfacing with complex
systems derives effectiveness from a non-imposing, respectful approach that lets
complexity work. The understanding of complexity assumed here is suitable for
interfacing and not for forcing, imposing or replacing.

A very interesting case is given by the effectiveness of weak forces capable of
breaking equivalences, equilibria, starting collapses, and setting initial conditions
(Minati, 2016b). As in nuclear physics the effective range of the weak force is limited
to subatomic distances, we characterize forces here as ‘weak’ when they have local
ranges of influence, that is, involving very few adjacent composing elements—Ilow
intensity, for instance, less than a suitable low percentage of all forces involved at the
moment—and consequently a range of influence and intensity insufficient to force
changes in the behavior or properties of the composing elements, of the entire system,
and in the properties of the ongoing interactions.

Inthe case of collective behaviors, it is a question of substituting the high frequency
of weak, irregular, i.e., significantly unpredictable, actions for impossible or unsuit-
able, strong, single actions, with the advantage, moreover, of flexibility to adapt and,
for instance, implement a defensive collective strategy, as in the case of swarms
or low but persistent dosages of drugs. Furthermore, low percentages of scalar
components of vector forces and side effects can be considered as weak forces.
Another case occurs when weak forces are decisive in deterministic chaos. In addi-
tion, simplified collective, partial, tentative weak interactions may be assumed at first
to be incomplete, tentative initial conditions of a self-establishing, quasi-convergent
process. Examples include spontaneous synchronizations, as in applause, objects on
vibrating surfaces, or fireflies, until a specific synchronization becomes predominant
and iterated.

The following topics have been introduced and elaborated in Minati and Pessa
(2018) and pertain to the richness of the incompleteness of matter (Longo, 2019),
understandable as the intelligence of matter (Minati, 2019b):

Between levels of emergence;

Levels of quasi-ness;

Multiple emergence;

Non-invasiveness;

Non-prescribable actions;

Pre-properties;

Quasi-properties;

Quasi-systems;

Recurrence of properties at different levels;

Theoretical systemics and quantum field theory (Blasone et al., 2011).

These are intended as some key topics suitable for soft representations of
complexity and to allow approaches enabling one, for instance, to:
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e Act on collective emergent phenomena with the purpose of changing, inducing,
regulating, defusing, or maintaining acquired properties;
Diffuse, propagate, or delimit the propagation of emergent phenomena;
Induce the emergence of collective behaviors in populations of elements collec-
tively, but not coherently interacting, e. g., Brownian motion;
Merge different collective emergent phenomena;
Recognize a phenomenon as emergent.

4.4 Incompleteness as Necessary Condition for Radical
Emergence

Logical openness is the violation of logical closedness, as in the use of cogni-
tive operators unavoidably multiple and related to uncertainty principles. This may
sound in some sense like a limitation, causing us to regret not being able to have
closed, well-defined, stable and definitive models, as if scientific research should
have indiscriminately and in every case the goal of logical closure.

As introduced above (see Sects. 4.2 and 4.3), theoretical incompleteness is based
on uncertainty principles, the dual corpuscular-undulatory aspect of matter, the multi-
plicity of complexity when specific disciplinary approaches and models, possibly
coherent, are not also comprehensive due to structural dynamics (change and multi-
plicity of variable structures among elements, see Sect. 5.1); and on incompati-
bility in phenomena of emergence between radical emergence and their complete
representations.

However, the crucial interest in theoretical incompleteness lies in the fact that the
phenomenological becoming of processes of radical emergence is not only theoret-
ically, i.e., intrinsically and unavoidably, incomplete but also requires incomplete-
ness to take place. Incompleteness is important to figure out how emergence emerges
(Minati, 2019a).

The concept of radical emergence considers the occurrence of unique multiple
coherences, their changing and crossing, e.g., protein folding, acquisition of super-
conductivity, and superfluidity. The incompleteness we have in mind in this contri-
bution relates to radical emergence established by quasi-coherence (see Sect. 6)
among multiple, changing, possibly superimposed, locally modeled processes of
emergence and levels of emergence (Minati & Pessa, 2018, pp. 253-281). We refer
to populations, domains or local, partially properly modeled processes of emergence
establishing ecosystems of domains of validity.

There are properly modeled processes of emergence, for instance, through chaotic
dynamics, power laws, long-range correlations, network properties and suitable
constraints where incompleteness relates to equivalent acquirable values (when one
state is as good as another one). In simulations it is a matter of inserting random
perturbation, avoiding repeatability.

Here, by contrast, we consider systems of regimes of validity, such as the
chaotic, ergodic, correlational, networking, polarization, power laws, and scale
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invariance. Systems of regimes of validity are intended as dynamic zones where,
in a simplistic case, a single regime of validity applies, or where multiple regimes
of validity, for instance, superimpose, combine, and alternate, allowing coherence in
the corresponding harnessed system of interacting components.

The processes of acquisition of emergent properties are not intended as given,
as the result of single, applied rules, but rather of their ongoing multiple applica-
tions, similarly to emergent computation, emerging as an acquired ongoing property
rather than as computational result of analytical formulae. In the latter case it is
matter of computational properties of computations in progress, such as for artificial
neural networks and cellular automata, rather than formal properties of the represen-
tative equations, as for classical mathematics and physics (Licata & Minati, 2016).
Correspondingly, in mathematics, the end of the so-called Bourbaki program (1935-
1998), relying on abstract definitions and axioms and finalized to a completely self-
contained treatment of the core areas of modern mathematics, was a manifestation
of the decreasing effectiveness of classical formalist mathematics.

It is a matter of considering the autonomy of computational approaches and
devices sufficient to deal with the structural autonomy of complex systems continu-
ously acquiring properties. The autonomy of computational approaches and devices
should not only be suitable for phenomenological complexity, as in physics and
chemistry, but also respectful of and appropriate for social, medical, environmental,
and economic problems where classical approaches are ineffective, run the risk of
‘breaking the toy’, and only consider how to repeat themselves apart from parametric
variations.

Dealing with ecosystems of properties acquired by the ongoing usage (rather
than sole application) of rules demands representations open to interfacing (Longo,
2011, 2019) with complex systems, allowing one to investigate their nature and to
induce or propose changes to be subsequently elaborated by the system supposed
to carry them out. This attitude has a deep constructivist nature when it is not a
matter of ideologically choosing to be constructivist or objectivist, but of using both
approaches with a learning strategy in mind (see Sect. 5).

S Approaches: DYSAM and Meta-Structures

This section outlines two approaches introduced in the literature, namely the Dynamic
Usage of Models (DYSAM) as conceptual, methodological framework, and the
search for mesoscopic properties, cluster properties, through cluster analysis in
collectively behaving populations of interacting entities, both usable for modeling
complex systems. The latter approach has been applied also to Big Data.

These may be related to other approaches, such as

e Fuzzy modeling, as a mathematical approach suitable for representing vague-
ness and imprecise information rather than multiple non-equivalent properties
(Miyamoto et al., 2008);
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e Sloppiness of the models, i.e., models with many, generally more than five, param-
eters of fit, a matter of models “poorly constrained” when parameters are either
unknown or significantly uncertain (Transtrum et al., 2015);

e Converting one problem into another having acceptable levels of equivalence, but
more easily approachable, such as converting military problems into economic
ones, medical problems into chemically treatable unbalances, geometric problems
into more tractable algebraic ones.

5.1 The Dynamic Usage of Models (DYSAM)

After its introduction (Minati, 2001; Minati and Brahms, 2002) the concept, based
on established approaches in the literature such as ensemble learning (Ovelgénne &
Geyer-Schulz, 2013) and evolutionary game theory, was further elaborated in Minati
and Pessa (2006, pp. 64-75).

Dynamic modeling is usually understood to consist of temporal representation
through models having time in their equations. A different case is when the dynamics
instead relate to methods and strategies for using more models over time. In simple
cases, it is a matter of empirical approaches, leaving aside the search for the best, most
effective model, just groping, “try and try again” alternatives depending on available
resources, e.g., data and energy, or environmental situations; a more suitable case
relates to learning strategies.

DYSAM relates to multiple model Multiple Systems, where such multiple
modeling inherits the incompleteness of single modeling and the interchangeability of
roles of constituent elements. The case of multiple modeling we are considering here
relates to the n-levels of logical openness, when dealing with the multitude of non-
equivalent properties acquired by complex systems over time. Such dynamics relates
to the irreducible multiplicity and non-completeness of complex systems considered
above and is essentially compatible with the logical openness of the constructivist
approach.

This is also the case of the structural dynamics considered above and intended
as change and multiplicity of elements, of their roles, and structures between them
(Minati & Pessa, 2018, pp. 102-130). Examples of complex structural dynamics are
the dynamics of collective behaviors, e. g., flocks and swarms, and of the cytoskeleton
consisting, within the cell cytoplasm, of a network of protein fibers and character-
ized by structural dynamics since its parts are continuously destroyed, renewed or
newly created. Structural dynamics refers to the complexity of systems continually
transforming themselves and keeping levels of coherence constituted by the same
elements interacting, however, in different ways to accommodate interchangeability
and multiple roles, allowing the acquisition of various non-equivalent properties.

Examples of structural dynamics asking for DYSAM-like approaches include

e simultaneous usage of economic, cultural, and religious aspects in sociology;
e biochemical and psychological aspects in medicine;
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e classical and quantum models in physics in which concrete cases are given by tran-
sitions from paramagnetic to ferromagnetic phases, the occurrence of supercon-
ductivity and superfluidity and order—disorder transitions in some kinds of crys-
tals, cases of very complicated transient dynamics where classical and quantum
aspects mix;

e the learning in childhood of how to use the five senses, not with the purpose of
choosing the most effective one, but of learning how to use them simultaneously
and in a coherent manner.

5.2 Meta-Structures

The intrinsic incompleteness of aggregates and partially defined sets can be dealt
with, for instance, by considering meta-structures, properties of clustered mesoscopic
variables (Minati & Licata, 2012, 2013, 2015; Minati et al., 2013; Minati & Pessa,
2018, pp. 102-129).

Structures among cluster properties are considered meta because of the incom-
pleteness of clusters, e.g., in number of components over time; in their non-regular,
non-iterative occurrence; in aggregative variables changeable over time, such as
speed, altitude, direction, price, quantity; in number of elements belonging to them.
As discussed below, the term ‘meta’ indicates virtual, dynamic structures as rela-
tionships between cluster properties and also properties of such properties, such as
their recurrence, levels of correlation, and spatial and temporal distribution.

The mesoscopic level, unlike the macroscopic, does not completely ignore the
microscopic, but rather considers some aggregations, i.e., clusters, of the micro-
scopic properties available. Such clustered variables are considered, for instance,
with respect to their number of elements, their change over time, distributions and
infra-cluster properties. Examples include molecules in a solution affected by similar
thermal fluctuations around the average; birds of a flock having similar direction or
speed, whatever their spatial or topological positions; customers buying the same
groups of items or spending a similar amount of money for whatever items; people
living within a building and being on the stairs for determinate periods of time inde-
pendently of their motion; and cars in traffic that cannot increase their speed (the
clusters of cars standing still in the queue, cars slowing down, and cars running at
constant speed in the queue).

The interest lies in the dynamical characteristics, properties of changes of the
partially or fuzzily defined sets, in this case mesoscopic variables and clusters. While
for fuzzy systems, dynamics applies to the levels of belonging of elements, in the
latter cases dynamics pertains to the change in properties of the set as its elements,
their number, and properties not only belong, but vary. The mesoscopic level can be
considered as fuzziness of sets and systems in having properties, replacing degrees
of belonging with values of aggregation and properties (Salgado, 2004).

This approach is based on considering clusters and their intra-properties, rela-
tions and infra-cluster properties as meta-structures, ‘meta’ since clustering may
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be performed in any way, converging toward more significant levels like a moving
magnifying lens. While microscopic interactions establish dynamic structures, for
instance, of variable intensity and duration, meta-structures are related to infra-cluster
relations and correlations allowing mesoscopic representation of collective complex
phenomena, by intercepting transversely a large mesoscopic variety of clustered
microscopic aspects. Meta-structures are thus well represented by cluster properties
and cluster analysis. The intrinsic incompleteness of aggregates and partially defined
sets can be dealt with by using meta-structures, properties of clustered mesoscopic
variables (as in Minati & Licata, 2012, 2013, 2015; Minati et al., 2013; Minati &
Pessa, 2018, pp. 102—-129). Generic examples of meta-structures (Minati & Pessa,
2018, p. 368) are given by cluster regularities and infra-cluster properties, such
as correlations intended as meta-structures among clusters. Even if less tractable
and more difficult to model, clusters may relate to the interactions in action per
instant and their properties such as intensities, durations, directions, and distributions.
Analogously, in such cases meta-structures are intended as infra-cluster properties.
This mesoscopic, cluster-based approach may be considered also for populations
of data whose possible levels of coherence are neither known nor certain, and for
which the representation scale is indefinite and can have different levels, even multiple
and superimposed (moving the lens and also using various magnifying glasses). In
this case it is a matter of using multiple tentative scenarios and profiles, intended
as non-ideal, data-driven modeling, and their emergent, ongoing properties, such as
correlations and coherences when dealing with Big Data (Minati, 2019c).

6 Quasi-ness

We conclude by referring briefly to the issue of quasi-ness mentioned above and
considered in publications such as Minati (2018, 2019d, 2019e), Minati and Pessa
(2018) and Minati et al. (2019).

The concept of quasi-ness does not completely overlap the concept of incomplete-
ness. Significant aspects of quasi-ness differentiate it from incompleteness:

® As introduced briefly in Sect. 3, incompleteness is intended as inexhaustible,
incomplete multiplicity. Incompleteness is considered a necessary, not a sufficient
condition for the emergence of complex systems suitable, for instance, for the
Dynamic Usage of Models (DY SAM) and meta-structural cluster analysis (Everitt
etal.,2011), using cluster and infra-cluster properties. These approaches interface
with complexity to suitably represent multiplicities and the role of critical weak
forces.

e Quasi-ness pertains to levels of instabilities, irregular alternations of collapse and
recovery, for instance of coherences, when a system is not always a system, not
always the same system, and not only a system.

Such an understanding of quasi-ness particularly applies to quasi-coherence of
emergence, irregularly, incompletely, and continuously established and restored at
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different levels, rather than considered as a phenomenologically improbable formal
property. This relates to cases when temporary, possibly collapsing incoherencies
occur. This occurrence may be admissible for reasons such as perturbations, irreg-
ularities, instabilities, impurities, untimely choices and mistakes, particularly for
autonomous entities. Environmental and energetic changes are other examples of
reasons for the quasi-ness of coherence-incoherence fluctuations. Such recoverable
incoherencies may be regarded as occasional, irregular and not homogeneous with
respect to constraints, as incomplete application of rules, such as for the regimes of
validity of rules mentioned in Sect. 4.4, whereas Multiple Systems can be regarded
as multiple regimes of validity of rules and models.

Within the dynamics of such fluctuations, we should consider also the inver-
sion of changes, causing changes of situations previously supposed incoherent to
become coherent. In such situations the coherence is repaired, restored by changing
its context. This may be the case for animal behavioral coherences acquired, kept,
lost, and restored as important survival properties in the face of danger. The change
in the context makes local or previous incoherence become coherent. This probably
occurs through a variety of equivalent, rebalancing changes.

On the other hand, temporarily incoherent changes are supposed possible when it
is not necessary to maintain the nature of emergence over iterative, local coherences
not realistically constant, as is predominant in cases of self-organization. An example
is multiply interrelated, networked contexts (Nicosia et al., 2013), environments
such as ecosystems, where collections of external and internally-generated inputs
are intrinsically systemic and non-systemic reactions.

We may say that quasi-ness requires us to better consider the theoretical open-
ness of complex systems, intended as continuous trade-off or exploration, for
instance, between order and disorder, coherence and incoherence, incompleteness
and quasi-ness, levels of emergence, infinitude of betweenness, and collapsing
mechanisms. In complex structural dynamics, the scientifically necessary Galilean
general repeatability of complete scientific approaches and models should, on the
contrary, be continuously acquired by contextual, multiple, DY SAM-like populations
of quasi-ness-based approaches.

7 New Reductionism

Reductionism is usually understood as an approach privileging the microscopic,
bottom-up levels of representation where the ultimate, definitive causes and building
blocks of matter are supposed to be. Other, related aspects of reductionism should also
be considered, however, for instance, the presumed existence of context-independent
optimum, scalar and disciplinary levels of description, or treating the maximum
level of precision and completeness as a universal goal. The multiplicity of complex
systems is accordingly usually considered as consisting in points of view, rather than
in intrinsically multiple properties. Completeness and exhaustiveness are considered
essential properties of objective knowledge, in contrast, for instance, with logical
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openness. We consider here how such assumptions are inadequate and counter-
productive, rather than merely wrong, when dealing with emergent systems and
complexity.

Some aspects of complexity are incompatible with reductionistic approaches
neglecting the structural, intrinsic multiplicity of processes of emergence. For
instance, incompleteness, already considered in physics with uncertainty principles
and in mathematics, relates to processes occurring when completeness does not apply,
such as for phenomena not reducible to procedures, to sequences of uniqueness,
phase-transition-like (Sole, 2011), and for non-symbolic computability. Incomplete-
ness and quasi-ness are incompatible with the search for the final, optimal, and fixed.
The concepts introduced here thus make evident new possible forms of reductionism,
such as non-detection, neglect, and disregard of such properties of complexity or,
more plausibly, use of their presumed approximations deprived of aspects such
as multiplicity, incompleteness, and quasi-ness. The neglect of such properties,
however, often occurs in combination with the use of non-complex systemic concepts
and properties assumed, nevertheless, to be sufficient and suitable, such as antici-
pation, controllability, forecasting, growth (instead of development as a property of
systems of growth), non-multiplicity, fixed configurations of elements and inter-
actions, organization, planification, regulation, replicability, reversibility, separa-
bility (ideal, thermodynamically closed systems), and single optimum representation
(Minati, 2018; Minati et al., 2016).

A further case of new reductionism is to consider incompleteness or quasi-ness as
suitably representable and simulated by introducing algorithmic randomness, losing
sight thus of the weak or partial conveying of information, of the forces critical to
the collapsing of equivalences in processes of emergence, and of the loss-recovery
sequences of coherence resumptions.

This increases the scientific and cultural responsibilities of those who assume,
accept or admit reductionism in its various forms, which are, in reality, deeply
unscientific.

8 Further Research

Further related research considers the establishment of systemic regimes of validity
of symbolic and sub-symbolic properties and the related occurrence of processes of
transience (Minati & Pessa, 2018, pp. 127-130, pp. 265-266). Suitable simulations
should be implemented.
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9 Conclusion

‘We have considered some approaches introduced in the literature for dealing concep-
tually with complexity, such as collective systems and collective behaviors, in partic-
ular, logical openness, theoretical incompleteness, the Dynamic Usage of Models
(DYSAM), and clustering, all intended as methodological conceptual approaches
suitable for implementation in models such as meta-structures. Such an overview
opens the way to considering quasi-ness as a generic property and as a necessary, even
if non-sufficient, condition for the emergence of complexity. Starting from previous
approaches and quasi-ness, we introduced more general conceptual frameworks
allowing less abstract, more phenomenological modeling and simulations.

While this understanding increases the degrees of freedom in representing and
dealing with complexity, allowing more suitable approaches, modeling and simula-
tions, on the other side it implicitly intensifies the possible reductionism expressing
itself as negation of the properties introduced or, more plausibly, as their approx-
imation, deprived of aspects such as multiplicity, incompleteness, and quasi-ness.
What reductionism sacrifices, thus, grows proportionately, enhancing the perception
of reductionism as such as a fundamentally oversimplifying, unscientific attitude, as
if scientific research should have as its purpose, indiscriminately and in any case,
logical closure.
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1 The Structure of Inquiry and the Structure of the World

Part of the job of scientific inquiry is to engage with, make sense of, describe, explain,
and make predictions concerning the wildly varied phenomena which constitute
the world around us. Distinct scientific disciplines each with their own intellectual
regimes—domains of inquiry, basic assumptions, investigative techniques and so
on—address different groupings of this phenomena. Thus, physics, or at least an
important part of that discipline, is concerned with the properties of and interac-
tions between the relatively small and simple constituents of matter, and of energy.
Chemistry addresses the properties and behaviour of more complexly structured
systems of those constituents that form substances (in the standard, as opposed to
technical metaphysical, sense): elements, compounds, mixtures, suspensions and so
on. Biology treats phenomena which exhibit the characteristics which are criteria
for life, ranging over micro-organisms, flora, fauna etc. Psychology and cognitive
science engage with just those living things which possess mentality, and sociology,
economics, and political science all range over aspects of the interactions between
these thinking agents. These characterisations are somewhat glib, and they surely
fall short of a properly nuanced and comprehensive conception of each discipline,
but hopefully they are fit for the illustrative purpose to which they are employed.
That inquiry has this sort of structure raises a number of interesting philosophical
questions. One set of questions concerns the sorts of relationships that obtain between
the theories put forward by each discipline—questions such as: Can we predict the
behaviour of the more-complex based solely on knowledge of the more-simple?
Can we derive the facts about the more-complex from those concerning the more-
simple? Can theories which refer to the more-complex be translated, without loss of
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information, into ones which refer only to the more-simple? And so on... Another
set of questions concerns the extent to which the sort of structure described above
is a feature not just of the way we organise our inquiry into the world, but of the
world itself: that is, addressing the sorts of relationships that obtain between the
entities, properties, processes, laws, events (and so on...) with which the various
sciences are concerned—questions such as: Is the more-complex something over and
above the more-simple? Are apparently ‘higher-level’ entities autonomous? Can the
more-complex be identified with the more-simple? Is the more-complex exhaustively
determined by the more-simple?

This paper is focussed on questions of the latter sort. Speaking in very broad
terms, emergentists of various sorts hold that there is some sense in which the kind
of structure exhibited by inquiry is mirrored in the world itself: there are genuinely
distinct, hierarchically arranged ‘levels of reality’, with entities or phenomena at
higher levels existing separately from and enjoying some degree of causal (or more
broadly determinative) autonomy from those at lower levels, but still being somehow
dependent on those lower-level entities and phenomena. Conversely, reductionism
holds that this structure is merely apparent, and is not mirrored in reality: all genuine
existence and causal/determinative ‘action’ is confined to a single, basic level, and
more complex and apparently higher-level entities can be identified with or reduced
to or otherwise exhaustively accounted for by the more simple, basic entities.

Both emergentism and reductionism come in various forms. The principal aim of
this paper is to outline and explore a position—Ilet’s call it Flat Holism—regarding
apparently emergent phenomena, which arguably sits somewhere between emer-
gence and reduction. This position preserves some key reductionist commitments,
as it involves no radical ontological novelty, for instance, and is consistent with a
one- or no-level ontology. It also, however, adopts the emergentist idea that the whole
or context plays a crucial, metaphysically determinative role. Whether this position
counts as emergentist or reductionist (or neither) is relatively moot, what is much
more important is (i) how the position compares to related accounts and (ii) how it
stands with regard to the relevant empirical evidence.

This essay focusses on (i); the important work of (ii) must be left for another day.
It begins with an examination of the prima facie case for emergentism, followed by
some discussion of the varieties—and key commitments—of emergence and reduc-
tion (Sects. 2 and 3). In the rest of the essay Flat Holism is introduced, and the
commitments of the position delimited, through comparison with two other posi-
tions: Sydney Shoemaker’s micro-latency account and Carl Gillett’s mutualism. In
Sects. 4 and 5 the micro-latency and mutualist accounts are introduced. Section 4 also
argues that despite Shoemaker labelling the micro-latency view as a form of emergen-
tism, it preserves the key theoretical commitments of the reductionist programme—
indeed, the view can be leveraged to provide a general argument against emergen-
tism. Both Shoemaker’s and Gillett’s accounts are framed in terms of powers, and
Sect. 6 introduces two approaches to the metaphysics of powers: the orthodox view—
briefly, the view that powers are single-track and operate according to the ‘stimulus-
manifestation’ model—and an alternative view which holds that powers are multi-
track and operate according to the ‘mutual manifestation’ model. Section 7 shows
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how the micro-latency and mutualist accounts both tacitly rely on the orthodox view,
and demonstrates how Flat Holism can be generated by adopting both the alternative,
multi-track mutual-manifestation view of powers and some of the motivating insights
of the micro-latency and mutualist accounts. Some advantages of Flat Holism are
explored in Sect. 8.

2 The Prima Facie Case for Emergence

It is worth spending a little time reflecting on the conditions that generate the debate
between reductionism and emergentism. Central to this debate are what are referred
to in this essay as ‘E-cases’. We are presented with an E-case when we find ourselves
confronted with:

a complex context C

the elements of which are composed of basic entities the Bs

in which some apparently novel phenomenon or behaviour E is present

and prima facie there does not seem to be a way to account for E based on the
properties or behaviour of the Bs taken either in isolation or in other contexts
which lack the features definitive of C.

E-cases provide the principal motivation for emergentism, and the principal chal-
lenge to reductionism, because it is precisely such cases which provide us with
examples of apparently novel or distinctive phenomena and behaviour which arise
only in certain complex circumstances and which seem to be in some metaphysically
significant sense dependent on (because composed by) but nevertheless not exhaus-
tively accounted for or determined by the more-simple elements which compose
the entities or system in question. Take for example questions concerning reduc-
tion and emergence in the philosophy of mind: here anti-reductionism is motived by
appeal to the idea that it is only in certain highly complex and specific circumstances
(those involved in there being a living human person, say) that certain phenomena
are present (such as conscious experience and agency), and that despite the fact that
persons are composed of more basic entities (organs, tissues, cells and ultimately
micro-physical entities) there is no clear way to account for conscious experience
and agency in terms of quarks and electrons and so on, either taken in isolation or in
other complexes which are not constitutive of a living human person (even in simpler
collectives which are both partially constitutive of and clearly highly relevant for the
target phenomena, such as populations of neurons or synaptic structures). E-cases
nevertheless provide only a prima facie motivation for emergentism because they
are defeasible—the appearance that the Bs do not fully account for E may turn out,
on further investigation or reflection, to be just that: an appearance.

It is probably fair to say that the dominant—perhaps even the default—attitude
in philosophical and scientific circles towards the relationship between the more-
and less-complex over the past several decades has been broadly reductionist in
spirit. Inspired by the impressive and ongoing successes of scientific analysis, this
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has led to a kind of temperamental preference for reductionism. Despite the fact
that we are sometimes confronted with apparent E-cases for which explicit reduc-
tionist analyses are not forthcoming, temperamental reductionism is bolstered by an
often-tacit optimistic meta-induction of roughly the following form: as our scien-
tific understanding has developed, various E-cases have been shown to be merely
apparent, as previously-unknown underlying mechanisms, features and behaviours
of the more basic elements have been identified which show that E can in fact be
accounted for by the Bs, and so any support such cases gave to emergentism was in
fact illusory. We should anticipate that this trend will continue as our scientific under-
standing develops further, such that remaining E-cases will eventually be uncovered
as also merely apparent. Perhaps some E-cases are so complex and difficult that
limited rational agents such as ourselves may never have sufficient understanding to
comprehend how the Bs account for E, but this is an ‘in practice’ rather than ‘in prin-
ciple’ concern, and thus doesn’t tell against the truth of (ontological) reductionism.
Thus, E-cases do not provide any significant challenge to reductionism.

To give a concrete example, consider how life acted as an E-case supporting
vitalism—the view that life involves some distinctive and novel phenomena and is
governed by distinctive principles which are not instanced in non-living matter—for
centuries. However, advances in biology and chemistry have shown that vitalism has
little credibility, and life can be accounted for—not just epistemically, but metaphys-
ically—in terms of various underlying mechanisms: life just is the presence of such
mechanisms suitably related to one another and embedded in a sufficiently stable
context. As it went for life and vitalism, so it will go for the E-cases with which we
are currently presented, or at least so the optimistic meta-induction of the temper-
amental reductionist has it. Whilst such reasoning is often tacit, something at least
close to it is sometimes made explicit (see for example Churchland, 1981). Alongside
that generated via the preceding reasoning, temperamental reductionism may also be
motivated by general theoretical considerations—for instance by considerations such
as that reductionism, if true, is a more parsimonious and more unifying perspective
than anti-reductionist alternatives.

It should be noted that although the immediately preceding discussion is couched
partially in epistemic terms—about the development of scientific understanding and
so on—the issue at stake here is not a matter of epistemology. What is at stake is
whether E-cases are, or are not, evidence of the existence of novel entities, proper-
ties, processes (and so on) which are distinct from, albeit dependent on, the enti-
ties of which they are composed; the properties these entities are characterised by,
and the processes in which they participate. The relevant advancements in scien-
tific understanding are therefore those which support the establishment of meta-
physically significant relationships between apparently-higher-level and more basic
phenomena, that support claims such as ‘life just is the presence of such-and-such
mechanisms...” or ‘temperature is identical with mean kinetic energy’ and so on
(one oughtn’t to assume that there is no controversy surrounding these examples, but
hopefully they are sufficiently clear for the illustrative purposes for which they are
deployed here).
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The temperamentally reductionist dominant viewpoint is coming under increasing
pressure and scrutiny, both within science and philosophy. Recent consideration of an
ever-increasing number of case studies from a range of scientific disciplines seems to
suggest that we are confronted with a host of recalcitrant E-cases which resist reduc-
tionist analysis. These include, but are not limited to: cases from physics including
critical behaviour in phase transitions (Batterman, 2011), the Fractional Quantum
Hall effect (Lancaster & Pexton, 2015); quasi-particles (Franklin & Knox, 2018)
and superconductivity (Morrison, 2012); cases from chemistry including tempera-
ture (Bishop, 2010) and molecular structure (Bishop, 2010; Hendry, 2010); biolog-
ical cases including protein assembly and gene expression (McLeish, 2017), and
examples from the social sciences including macroeconomic properties (Hoover,
2009) and group cognition (Theiner & O’Connor, 2010). These cases stand alongside
familiar and difficult examples such as those mentioned earlier from the philosophy
of mind. The diversity, range and recalcitrance of these cases seem to undermine the
optimistic meta-induction and place temperamental reductionism—especially where
the envisaged reductionism is of a relatively simplistic form which we’ll call straight-
forward reductionism, according to which all E-cases can in principle be accounted
for in terms of just the attributes and behaviours displayed by the relevant basic
entities in simpler, non-E cases—under significant pressure, as the envisaged reduc-
tive accounts have rarely been forthcoming. This has revived interest in alternative
anti-reductionist viewpoints, and especially in emergentism. This renewed interest is
evidenced for instance by the significant number of monographs and collections on
the topic published in the last decade or so (not to mention vast numbers of articles).!

3 Varieties and General Features of Emergence
and Reduction

One result of the recent vigorous activity surrounding issues concerning emergence
and reduction is a proliferation of accounts of what each position might involve and be
committed to. Indeed, I've heard it said (although, regrettably, I no longer remember
by whom) that there are as many accounts of emergence as there are emergentists,
and, what’s more, the same is nearly true of reduction. In the contemporary debate
concerning these two competing standpoints on the relationship between the more-
and less-complex or basic, distinctions are drawn between varieties of emergence that
are metaphysical and epistemological; weak and strong; synchronic and diachronic;
supervenience-preserving and supervenience-violating, and doubtless more besides.

! A non-exhaustive list of recent, relevant monographs and collections: Baggio & Parravicini (eds.)
(2019); Baysan & Sartenaer (eds.) (2021); Bedau & Humphreys (eds.) (2008); Bigaj & Wiithrich
(eds.) (2015); Bishop (2019); Bishop et al. (forthcoming); Carruthetal., (2017a;2017b); Corradini &
O’Connor (eds.) (2010); Falkenburg & Morrison (eds.) (2015); Gibb et al. (2018); Gillett (2016);
Hohwy and Kallestrup (2008); Humphreys (2016); Macdonald and Macdonald (2010); Paolini
Paoletti (2017); Paolini Paoletti and Orilia (2017); Wilson (2021)—and of course, this volume
itself.
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Furthermore, these distinctions can be cross-combined, leading to a proliferation of
potential positions—not all of which, of course, will enjoy equal prior plausibility
or support from the empirical evidence. This essay is not the place for a detailed
examination of all these different options, but see for instance Baysan and Sartenaer
(eds.) (2021); Chalmers (2006); Sartenaer (2015); Silberstein (2001); van Gulick
(2001); Wilson (2015) and (2021) for discussion.

The comment with which this section opened could be taken to express some
measure of exasperation, and perhaps with good reason. Where the available posi-
tions in a debate proliferate in the manner just discussed, there is, for instance,
the danger of discussants talking past one another, especially if ‘emergentism’ and
‘reductionism’ are often treated as relatively monolithic positions. However, if the
debate concerning emergence is to be sensitive to empirical findings, then careful
exploration of the various positions that can be occupied and a detailed examination
of their various commitments, entailments and relative merits are crucial—especially
as pluralism remains a live option in this area of debate. Drawing on some of the
E-cases mentioned earlier for illustrations sake, it could for example turn out that
both conscious experience and superconductivity are emergent, but in very different
ways; and that chemical structure and protein folding can both be reduced to more
basic phenomena, but again in different ways. The world might well turn out to
be such that in different contexts, different forms of emergence and reduction are
present, and thus developing a nuanced appreciation of the different forms that each
position might take is a crucial task for those involved in this debate.

Notwithstanding the ways in which the varieties of emergence and reduction
mentioned above can differ from one another, some central commitments or general
themes of each position can be identified. Key reductionist notions include:

a. Thatthe basic entities enjoy special ontic status not enjoyed by non-basic entities
(if there are any)

b. Thatthe ‘action’ is all at the base level: basic entities alone determine how things
are

c. That apparent non-basic phenomena can be exhaustively accounted for in terms
of basic phenomena.

And key emergentist notions include:

d. That there are non-basic entities which enjoy some metaphysical autonomy,
putting them on a par, ontologically speaking, with basic entities

e. That the non-basic can play a determinative role, so at least some of the ‘action’
is not at the base level

f.  Thatthere are some non-basic phenomena that cannot be exhaustively accounted
for in terms of basic phenomena—in this sense, ‘higher level” entities/goings-on
are something ‘over and above’ the bases upon which they depend.

(a)—(c) and (d)—(f) aren’t intended here as an analysis of reductionism and emer-
gentism respectively, but rather as a very broad outline of the core characteristics
of each family of positions, which can help us to identify where various positions
in this debate are located. Although it is perhaps most common to see claims like
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(b) and (e) couched in terms of causation, they are stated in terms of the broader
notion of determination here, because it seems plausible that causation is not the
only metaphysically significant manner in which something might play a role in
‘how things go’ such that if some non-basic entity were to play such a role this
would be good reason to take it to be challenging to the reductionist viewpoint (note
that Gillett (2016) uses the term ‘determination’ in a narrower sense than I do here,
just for cases where a difference is made to which powers are had by one or more
individuals).

4 The Micro-latency Hypothesis

Sydney Shoemaker outlines an intriguing position in the debate concerning reduc-
tion and emergence, which has been the subject of relatively little discussion (2002,
2007). Shoemaker’s account is formulated in terms of powers. Central to Shoemaker’s
account s a distinction between two different kinds of powers possessed by basic enti-
ties: what he calls micro-manifest and micro-latent powers. Micro-manifest powers
are powers which basic entities display in both simple and complex contexts and
which play a determinative role in both simple and complex contexts. For instance,
supposing electrons to be amongst the fundamentalia, ‘having a mass of 9.10938356
x 1073! kg’ or *having -e charge’ would be candidate micro-manifest powers: these
features of electrons are plausibly considered to be, or at least to involve, powers (to
exert a certain gravitational force and resist acceleration, say, or to repel like charges
and attract opposite charges); are displayed by electrons in the simplest contexts in
which they can be situated and play a role in determining the behaviour of the elec-
tron, and the behaviour of a system or complex of which the electron is a component.
Micro-manifest powers are arguably one of the key explanatory resources of scientific
analysis, through identifying these powers and showing how they can be combined to
form mechanisms which account for apparently novel, non-basic/complex behaviour
or phenomena. One potentially fruitful way of thinking about recalcitrant E-cases
and why they provide support for emergentism, then, is as cases in which no such
analysis is forthcoming. This leaves E in need of some explanation, and if the micro-
manifest powers of the Bs are not sufficient to the task, then one alternative is that we
need to posit some novel, distinctive, non-basic power or powers which do account
for E—and such powers would be emergent.

Micro-latent powers, according to Shoemaker, are powers of basic entities which
only play a determinative role—and thus manifest—in certain complex contexts, but
which supervene on micro-manifest powers. Thus, a basic entity B; possessed of a
micro-latent power P; would only display P; in very specific circumstances and in
many contexts or systems in which B could be situated P; would be completely idle,
and thus undetectable, only making itself manifest in the relevant complex context.
Novel phenomena or behaviour of some complex system, according to Shoemaker,
can then be accounted for in terms of what he calls a Type-2 micro-structural property,
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that is, the property of having basic constituents arranged thus-and-so which possess
certain micro-manifest and certain micro-latent powers:

... Type-2 micro-structural properties, will be properties specified in terms of all of the powers,
micro-latent as well as micro-manifest, of the constituent micro-entities. Such a property
will be the property of being composed of particles that have certain micro-latent and micro-
manifest powers and are related in certain ways.

Type-2 micro-structural properties, although they are micro-structural, will be emergent
properties. For they are specified partly in terms of the micro-latent powers of the constituent
micro-entities that account for the emergence (2016: 74).

Adopting Shoemaker’s micro-latency view allows one to accommodate E-cases
not by positing novel, distinctive non-basic powers (and perhaps non-basic individ-
uals which are the bearers of these powers), but rather by exclusive appeal to the
powers of basic entities. As the second half of the quotation above demonstrates,
Shoemaker takes the fact that this approach to E-cases involves something other
than the micro-manifest powers of the basic entities to show that the view is a form
of emergentism. But it isn’t clear that this is the case. Whilst this establishes that
the micro-latency view is not a form of straightforward reductionism (according to
which all E-cases can in principle be accounted for in terms of just the attributes
and behaviours displayed by the relevant basic entities in simpler, non-E cases),
the micro-latency view nevertheless has all the hallmarks of a broadly reductionist
metaphysic.

First, a Type-2 micro-structural property—which, according to Shoemaker, is
an emergent—is a second-order property of having parts arranged thus-and-so
which instantiate properties F, G, H and so on... It can be questioned whether such
second-order ‘properties’ are genuine properties at all, but more importantly, it is
clear that a second-order property of having some first order property/properties
does not have the same ontic status as the first-order property/properties to which
it relates; upon which it depends and by which it is determined: there is nothing
more to a Type-2 micro-structural property than the arrangement and nature of the
basic, micro-structural entities. Thus, the micro-latency view satisfies (a): basic enti-
ties enjoy special ontic status not enjoyed by non-basic entities. Second, Type-2
micro-structural properties do not play any novel or distinctive determinative role on
this account. As discussed above, in an E-case, the novel phenomena or behaviour
which are characteristic of the case are exclusively the result of powers (both micro-
manifest and micro-latent) of the basic, micro-physical components involved in the
case. Thus, the micro-latency view satisfies (b): basic entities alone determine how
things are. Finally, as the instantiation of a Type-2 micro-structural property just is
having components arranged thus-and-so and which possess certain first-order prop-
erties, and it is exclusively these components which are determinative, then it seems
clear that Type-2 microstructural properties (and thus the distinctive behaviour or
phenomena present in E-cases for which they are posited as explanation) are fully
accounted for by basic, micro-physical entities and their natures. Thus, the micro-
latency view also satisfies (c): the non-basic can be exhaustively accounted for in
terms of the basic. As the micro-latency view satisfies (a)—(c), the view is a form of
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reductionism, albeit not straightforward reductionism. For further discussion of how
the micro-latency view is not an emergentist position, see Gillett (2016:230 fn17) or
Shrader (2010).

We’ve just seen that the micro-latency view appears to accommodate E-cases
without appeal to an emergentist metaphysic. As the need to accommodate E-cases
provides the principal motivation for adopting emergentism, the micro-latency view
can be leveraged to generate an anti-emergentist argument (note that this is not a use
to which Shoemaker himself puts the view) of the following form:

P1: Emergentism is plausible only if E-cases cannot be accommodated by non-
emergentist metaphysics

P2: The micro-latency view, if plausible, demonstrates that E-cases can be
accommodated by non-emergentist metaphysics

P3: The micro-latency view is plausible

C: Emergentism is not plausible.

P1 is supported both by general principles of parsimony and because it is a conse-
quence of the crucial link between the need to accommodate E-cases and motivating
emergentism outlined in Sect. 2. P2 asserts the non-emergentist interpretation of
the micro-latency view argued for earlier in this section. P3 is obviously contro-
versial but will be granted for the sake of discussion here. That C follows from
P1-P3 shows that the micro-latency view, at least as interpreted here, is hostile
to emergentism. Note that this might make the view particularly attractive to the
temperamental reductionist, as it provides her with a general schema by which to
deflate the apparent support given to emergentism by the prevalence of E-cases which
is independent of the optimistic meta-induction discussed in Sect. 2. This gain, of
course, comes at a cost: abandoning straightforward reductionism and embracing
the micro-manifest/micro-latent distinction.

5 Gillett’s Mutualism

Carl Gillett (2016) has developed a genuinely emergentist, scientifically informed
approach which is designed to be both consistent with and illuminating with regard
to the success of the compositional explanations typical of scientific analysis. The
resulting position is thus less ‘radical’ than forms of ontological emergence which
posit causally active, uncomposed, non-physical higher-level entities, whilst never-
theless including higher-level composed entities which play a distinctive determina-
tive role. Like Shoemaker’s view, Gillett formulates his mutualist approach in terms
of powers, introducing the notion of a differential power:

components have some powers in complex collectives that they would not have if the laws or
principles applying in simpler collectives exhaustively applied in the complex aggregation
(2016: 18).
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Differential powers, like micro-latent powers, are powers of component enti-
ties. And it is these differential powers—which are present only in certain complex
circumstances—that account for the novel behaviour or phenomena characteristic
of E-cases. Crucially, on the mutualist view the presence of one or more differential
powers in a given complex collective will be attributable to the determinative nature
of the whole or complex itself. Thus, the whole plays an ineliminable determina-
tive role, by determining which powers the basic, component entities of which it is
composed have when they compose it.

On the mutualist view there are, in at least some complex collectives, therefore two
simultaneous forms of determination in operation: the familiar ‘upward’ composi-
tional determination of the nature of the whole by the components, and a less familiar
‘downward’ determination of the differential powers of the components by the whole.
Gillett calls this downward determination machresis:

Combining the Greek words ‘macro’ and ‘chresis,” where the latter is roughly the
Greek for ‘use,” we get the terms ‘machresis,” and ‘machretic determination,” for the
general phenomenon of composed, or ‘macro,’ entities that non-productively, and non-
compositionally, determine the nature of their components through productive role-shaping
(2016: 207).

On this view, productive determination—that is, the manifestation of powers—
may occur only at the level of basic, component entities. But what productive role a
given component or set of components plays is (at least sometimes) determined by
the composed, ‘higher-level’, ‘macro’ entity. Thus, composed entities play a crucial
and distinctive determinative role, as their parts wouldn’t do what they in fact do if
they weren’t parts of these wholes. As this determinative role is not itself productive,
familiar concerns regarding exclusion (and the like) by which more ‘radical’ forms
of emergence are beset, can be avoided.

The mutualist account takes composed, ‘higher-level’, ‘macro’ entities to be
elements of the ontology with the same ontic status as the basic parts of which
they are composed. As composed entities are non-basic, the mutualist account satis-
fies (d): it holds that some non-basic entities are on a par, ontologically speaking,
with basic entities. Through machretic determination, these composed entities shape
the productive role of the parts of which they are composed by determining which
differential powers these parts possess, and thus the mutualist view clearly satis-
fies (e): the non-basic plays a determinative role and at least some of the ‘action’
is not at the base level. Finally, in recognising the simultaneous and mutual forms
of ‘upward’ compositional and ‘downward’ machretic determination, the account
shows how although composed entities depend on their components, nevertheless
there are some non-basic phenomena that cannot be exhaustively accounted for in
terms of basic phenomena, and thus satisfies (f).
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6 Powers

Like much of the metaphysically focused discussion of emergence and reduction,
both Shoemaker’s and Gillett’s views are couched in terms of powers.? I've argued
elsewhere that this focus in the debate is both appropriate and means that the debate
is importantly sensitive to issues in the metaphysics of powers (see Carruth, 2019
and 2020). Whilst this latter point might seem obvious, it’s often been missed—
or at least not discussed explicitly. Where Carruth, 2020 offers general arguments
demonstrating this sensitivity, one way of thinking about the material presented in
this essay, as should become clear over the following sections, is as a specific case
study supporting the sensitivity claim. This section gives a very brief introduction to
powers, and outlines two ways of conceiving of how they are directed and how they
operate: the orthodox view according to which powers are single-track and operate
according to the ‘stimulus-manifestation’ model, and an alternative view which holds
that powers are multi-track and operate according to the ‘mutual manifestation’
model. This will form the basis for outlining Flat Holism in Sect. 7.

Powers are features of individuals in virtue of which the individuals that bear these
powers interact and behave in the manner that they do. Individuals with just the same
powers will behave in the same way when placed in exactly similar circumstances
(or, if some powers are stochastic, will have the same objective probabilities assigned
to the same range of possible behaviours—henceforth I will omit qualifications of
this sort, as it should usually be clear how the relevant claims can be modified to
accommodate the possibility of stochastic powers). Individuals with different powers
will behave differently, and this difference in behaviour will be due to their instan-
tiating different powers. Views such as strong versions of dispositional essentialism
hold that all fundamental properties are causal powers (see Shoemaker, 1980). Others
take causal powers to depend on or reduce to a combination of non-causal properties
and the laws of nature (e.g. Armstrong, 1997). Others still take some fundamental
properties to be powers, and others not to be (e.g. Molnar, 2003). This essay will not
aim to settle this dispute.

Powers are essentially powers fo something or other. That is, their nature involves
being directed towards some manifestation or set of manifestations; and they bring
about these manifestations in suitable circumstances. Canonical examples include
fragility, which could be roughly characterised as ‘the power to break when struck’,
or solubility, ‘the power to dissolve when in contact with a suitable solvent’. Whilst
these canonical examples are non-basic, it’s plausible to think of ‘having a mass of
9.10938356 x 107! kg’ or ‘having -e charge’ similarly. We can roughly capture
these features using conditional statements of the form:

2 For instance, Jaegwon Kim argues that emergent entities must have distinctive powers (1999).
Timothy O’Connor and Hong Yu Wong characterise emergent properties as basic properties of
composites; and take ‘basicness’ to involve conferring novel powers (2005). Jessica Wilson says
that strongly metaphysically emergent entities have “fundamentally novel powers” (2015, p.356).
For further discussion of the role of powers in the emergence/reduction debate, see Carruth (2019)
and (2020).
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P: x has the power to ¢ if it is the case that were x to be placed in suitable
circumstances C, then x would ¢.

I don’t offer P as an analysis of what it is to have a power, although some philoso-
phers have attempted to analyse powers in terms of the truth of conditional statements
(e.g. Lewis (1997); such analyses are plagued by familiar counterexamples, however,
see Martin (1994) and Bird (1998)). But conditional statements such as P, even if
they fail to analyse what it is to have a power, capture the central features of powers
mentioned above: their directedness and their sensitivity to circumstance.

There are several controversies in the debate concerning the nature of powers.
One concerns whether powers are ‘single-’ or ‘multi-track’; that is, whether a given
power only ever disposes its bearer towards a single manifestation or whether an
object can be disposed towards a range of manifestations just in virtue of a single
power it instantiates. Whenever a single-track power manifests, and in whatever
circumstances it does so, the manner in which it manifests is the same. Conversely,
multi-track powers are directed towards a range of different manifestations. Heil
describes multi-tracking as follows?:

Consider a simple case, the sphericity of a particular ball. The ball’s sphericity, in concert
with incoming light radiation, structures outgoing radiation in a definite way. The very same
property of the ball disposes it to produce a concave depression in a lump of clay or to roll...
one disposition, many different kinds of manifestation (2003: 198-199).

Thus, on two different occasions, when such a power manifests, it may manifest
in different ways, depending on the circumstances in question.

Another controversy concerning powers involves how it is that they come to
manifest, that is, how they operate. One view has it that powers operate through
being ‘triggered’ by some stimulus, which then leads to the power producing the
manifestation. According to this ‘stimulus-manifestation’” model, a power will only
give rise to a manifestation when it is galvanised into action by some trigger or
stimulus. For instance, in the case of the fragility of a vase, the stimulus might
be ‘being struck with a force greater than X’, or in the case of the solubility of a
sample of salt, ‘being submerged in water’. Crucially, the manifestation is produced
by the target power alone, although it will not be produced until the occurrence of
the stimulus. Matthew Tugby (2010) has argued that stimuli needn’t themselves be
powers, and that stimuli may belong to a variety of categories (e.g. events, states,
actions and so on).

An alternative account is the ‘mutual manifestation’ model, which holds that there
must always be two or more powers working together to bring about a manifestation.
When powers work together, there is no sense of priority such that one power could be
considered the ‘operative power’, whilst the other is held to have merely stimulated
or triggered it. For instance, in the case of the production of a particular vase’s
shattering, this view would hold that this is not the result of the ‘fragility’ of the vase
alone, but rather of a whole host of powers of the vase, of the object that struck it,

3 Heil talks in terms of ‘dispositions’ here, which for the sake of the current discussion can be
treated as synonymous with the way this paper uses the term ‘power’.
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and perhaps more besides. Likewise, the dissolution of a sample of salt is a result of
the mutual action of both the particular crystalline structure of the salt and the dipole
moment typical of H;O molecules (and perhaps more besides).

Inspired by something like P, what could reasonably be regarded as the orthodox
view of powers holds that powers are single-track—each power is directed towards
just one manifestation—and that they operate according to the stimulus-manifestation
model—a power will only give rise to a manifestation when it is galvanised into action
by some trigger or stimulus (e.g. Bird, 2007). One important outcome of this view for
our present discussion is that each distinct manifestation type implies a distinct type of
power. Thus, apparently novel and distinctive manifestations (including those exhib-
ited as novel behaviours or phenomena displayed in E-cases) are evidence of novel
and distinctive powers. This evidence is defeasible, because the apparently novel
and distinctive manifestation might be shown to be either illusory or, alternatively,
nothing over and above an aggregation or collection of more basic manifestations
(and thus be attributable to the powers already associated with such manifestations).
However, where apparently novel and distinctive manifestations themselves resist
such analyses, they stand as strong evidence in favour of novel powers. Another
important outcome is that on the orthodox view a manifestation occurs as a result of
the determinative action of the target power alone, although it will not be produced
until the occurrence of the stimulus.

An alternative view, defended by for instance C. B. Martin (e.g. 2008) and John
Heil (e.g. 2003) holds that powers are multi-track—a single power is directed towards
a (possibly very wide and diverse) range of qualitatively distinct manifestations—
and that they operate according to the mutual manifestation model—in order for
some manifestation to occur, there must always be at least two powers working
together, and there is no sense of priority such that one power (or some subset
of the powers involved) could be considered the ‘operative’ or ‘active’ power(s),
whilst the other(s) are merely a stimulus or trigger. Note that this is distinct from the
view (often associated with Aristotle) that powers come in active/passive pairings,
where the active power plays the determinative role, and the passive power is a mere
liability to be subject to changes associated with the manifestation of the active power.
One important outcome of this alternative view is that different mutual partnerships
between different sets of powers will lead to different manifestations, and thus that
apparently novel and distinctive manifestations do not necessarily indicate novel and
distinctive powers, as they might merely indicate novel groupings or arrangements (or
perhaps better partnerings) of powers associated with other manifestations. Another
important outcome of the view is that a manifestation never occurs as a result of the
determinative role of a single power but is always attributable to a set of powers in
a partnering relationship with one another.



188 A. Carruth

7 Flat Holism

Although one is committed to a reductionist metaphysic and the other an emergentist
metaphysic, one thing that the micro-latency and mutualist accounts have in common
is that both approaches accommodate E-cases by appeal to the idea that parts behave
differently in wholes (a notion that Gillett identifies as a core concept amongst scien-
tists who endorse emergentist outlooks e.g. 2016:42—43). The micro-latency view
does so by holding that parts possess powers which only ever come to manifest
when that part is embedded in certain kinds of whole. The mutualist view does so
by holding that parts gain new powers when they are embedded in certain kinds of
whole. These are not the only options, however, for an approach to the relationship
between the more- and less-complex, and to E-cases, which make use of this idea.

Both the micro-latency and the mutualist approaches seem to be driven, at least
in part, by an acceptance of the orthodox view of powers—that is, by the idea that
powers are single-track and operate according to the stimulus-manifestation model.
Confronted with E-cases and observing that the prospects for accommodating the
apparently novel phenomena or behaviour that typify them using only the resources
of micro-manifest powers, Shoemaker is moved to posit additional, micro-latent
powers of basic entities. Likewise, mutualism holds that components in E-cases
possess distinctive powers which are responsible for the apparently novel phenomena
or behaviour that typify such cases, but attributes the origin of such powers (which
are bestowed on the components via machresis) to the whole. The underlying logic
here is that distinctive manifestations imply distinct powers, and as explained above,
whilst this holds true on the orthodox view, it is not licenced by the alternative
view—that is, the view that powers are multi-track and operate according to the
mutual manifestation model.

Adopting this alternative view, however, seems in some ways particularly
amenable to the idea that parts behave differently in wholes and to the notion—
implied by Shoemaker’s, but not by Gillett’s view—that the potential to bring about
the distinctive phenomena or behaviour which typifies a given E-case was already
present in the components. This is because commitments of the alternative view
with regard to the nature of powers in general include that a given set of powers can
produce a range of qualitatively varied manifestations in different complex circum-
stances—that is, when engaged in different partnering relationships. Thus, it should
come as no surprise that certain complex contexts (such as E-cases) exhibit distinc-
tive, novel phenomena or behaviour. The alternative view does not need to deploy any
distinction between species of powers (such as Shoemaker’s micro-manifest/micro-
latent distinction, or Gillett’s differential/non-differential distinction), as whilst it
allows for manifestations which will only be produced in certain complex contexts—
because only these contexts have the right reciprocal partnering relationships between
powers—the powers responsible for these manifestations are the very same powers
which produce (different) manifestations in simpler contexts.

Crucially, however, the mutual, reciprocal and non-prioritised manner in which a
population of powers involved in a given partnering operate means that, on the view
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under consideration here, there is an ineliminable determinative role for the whole
to play: it is the complex of powers, which operate together to produce the relevant
phenomena or behaviour, which should be seen as the entity which determines the
outcome.* Where we have a genuine E-case, there is no prospect of analysing away
these complexes into individual powers or simpler complexes of powers (of course,
apparent E-cases might in the end be amenable to such analysis, but this is equally
true with regard to the theoretical posits employed in the micro-latency and mutualist
views—an E-case might appear to require micro-latent or differential powers, but
eventually be shown to be accountable for in terms of just micro-manifest or non-
differential powers).

Let’s call the resulting account of the relationship between the more- and less-
complex, and the approach it implies with regard to E-cases, Flat Holism. According
to this view, when basic powers enter into the appropriate forms of partnering rela-
tionships with each other, they bring about qualitatively distinctive, novel manifes-
tations of the sort which typify E-cases. Because these manifestations are mutually
produced, they can only be attributed to the structured complex of powers that is
operative in the case, and not to particular individual powers or to simpler complexes
of powers. Thus, the resulting view is holistic in the sense that the behaviour of
the system can only be accounted for by the complex of partnered powers taken
as a whole, which determines how the parts behave not by bestowing new powers,
or by triggering otherwise latent powers, but by bringing to fruition manifestations
which require the collaborative, mutual and reciprocal contribution of all the powers
involved in the complex. This needn’t, however, imply that whole is something more
than the sum of the parts (a notion which is often associated with holism) hence the
‘Flat’. Furthermore, whilst it is consistent with the kind of ‘universal’ holism—asso-
ciated for instance with certain versions of confirmation or semantic holism, in their
respective domains—that takes every power to be in some important sense dependent
on every other power, or the totality of powers taken as a whole, Flat Mutualism does
not necessarily imply that this is the case.

Is Flat Holism a form of reductionism or emergentism? The crucial metaphysical
posit of the view are basic powers possessed by basic individuals, which are multi-
track and operate according to the mutual manifestation model. It isn’t clear that, in
addition to these powers, Flat Holism is required to posit additional, metaphysically
autonomous non-basic entities, and so it seems to satisfy (a): basic entities enjoy
special ontic status not enjoyed by non-basic entities. Nevertheless, because of the
crucial and ineliminable determinative role played by complexes of powers, Flat
Holism also seems to satisfy (e): the non-basic plays a determinative role and at
least some of the ‘action’ is not at the base level. These complexes needn’t be seen
as something over-and-above the powers which participate in them (arranged thus-
and-so), for their distinctive determinative role comes not from there being some

4 Note that the form of mutuality at play here is ontologically distinct from that which is a central
feature of Gillett’s Mutualism, which involves mutual ‘upward’ compositional and ‘downward’
machretic determination within a system. Flat Holism involves the ‘sideways’ mutual action of
complexes of powers.
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novel entity or individual on the scene, but rather from the collaborative, mutual
and reciprocal manner in which the participant powers come to manifest. Thus, Flat
Holism plausibly also satisfies (c): the non-basic is accounted for in terms of the
basic. As it satisfies (a) and (c), Flat Holism thus maintains some key reductionist
notions: it doesn’t require novel, distinct higher-level entities; it takes basic entities to
enjoy special ontic status, and it is thus consistent with a one- or no-level ontology.’
However, in attributing an ineliminable determinative role to complexes of powers,
it also satisfies a central emergentist notion: that the non-basic plays a determinative
role and at least some of the ‘action’ is not at the base level. Importantly, unlike the
Micro-latency view Flat Holism thus doesn’t allow one to generate a general anti-
emergentist argument of the form set out in Sect. 4, as it isn’t clear that the relevant
analogue of the second premise in that argument:

P2* Flat Holism, if plausible, demonstrates that E-cases can be accommodated
by non-emergentist metaphysics

would be true—because in satisfying (e), Flat Holism cannot be said to straight-
forwardly embrace a non-emergentist metaphysic (and so a forteriori cannot demon-
strate that E-cases can be accommodated by such a metaphysic). Flat Holism thus
seems to sit somewhere between canonical conceptions of reduction and emergence.
Ultimately, whether the view is classified as one, the other or neither is less impor-
tant than how the view performs in comparison to competing theories. It is to this
question the next section will turn.

8 Flat Holism, Micro-latency and Mutualism

One noteworthy difference between Flat Holism, on the one hand, and both the
Micro-latency and Mutualist accounts, on the other, can be seen by considering
how each view accommodates E-cases. Arguably, both the Micro-latency and Mutu-
alist accounts are principally reactive. That is, faced with the challenge that E-
cases present—to provide a suitable framework for accommodating the apparently
novel and distinctive phenomena or behaviour that typify such cases—these views
introduce novel theoretical posits and ontological commitments. The Micro-latency
account introduces the distinction between micro-latent and micro-manifest powers
and commits to the existence of at least some powers of the former kind. Mutualism
introduces both the distinction between differential and non-differential powers, and
the notion of machretic determination and it commits to the existence of ‘higher-
level’, ‘macro’ wholes which are the source of such determination and to the existence

3 Note that whilst a one- or no-level ontology would typically be taken to exclude the possibility of
emergence, Sartenaer (2018) has argued that there is conceptual space for forms of ‘flat emergence’.
There isn’t space in this paper to explore the extent to which Sartenaer’s conception accords with
the view under discussion here.



Micro-Latency, Holism and Emergence 191

of at least some differential powers. In both cases, some of these posits or commit-
ments enjoy limited motivation or support that is independent of the requirement
to accommodate E-cases—the principal reason to accept micro-latent powers, or
machresis and differential powers, is precisely in reaction to the need to accommodate
E-cases.

In contrast, Flat Holism follows naturally from the alternative view of powers,
which is motivated independently of discussions concerning the relationship between
the more- and less-complex, of emergence and reduction, and of E-cases. Key propo-
nents of the multi-track mutual manifestation view, such as C. B. Martin and John
Heil simply are not concerned with these sorts of issues when they outline the argu-
ments in favour of this account of the nature of powers (see e.g. Heil, 2003 ch. 8 or
Martin, 2008). Flat Holism does not react to E-cases and modify the way in which
powers are conceived in order to accommodate them; rather, the potential for such
cases is predicted by and naturally follows from the alternative view of powers which
is at the centre of the account. Arguably then, Flat Holism represents a significantly
more unified account than it’s nearby neighbours.

Furthermore, Flat Holism gets by without positing the various novel distinctions;
powers and higher-level entities that are introduced by both the Micro-latency and
Mutualist accounts. This means it seems to have a theoretical advantage in terms
of qualitative simplicity: it posits only one kind of powers, where both the other
views posit two; and it does not need to introduce a novel form of determination
as the Mutualist view does with machresis. A critic might respond that Flat Holism
doesn’t really have such an advantage, as it introduces the posit of powers as multi-
tracking. But such a criticism fails to hit home: all three views under consideration
are framed in terms of powers, and any account of powers has to give some answer
or other regarding whether powers are single- or multi-track. That the single-track
view is the orthodox one doesn’t make it somehow simpler than the alternative. In a
similar vein, the critic might also respond that Flat Holism, in adopting the mutual
manifestation model, is committed to a proprietary notion of determination, just
as Mutualism is with machresis. But again, such a response fails to hit the mark:
Flat Holism’s claim that complexes can play an ineliminable determinative role
(due to the mutual, reciprocal operation of the powers which participate in them) is
just a part of its account of how powers operate in general. Again, all three views
accept powers, and any account of powers will have to have some view about how
it is that powers operate—and that Flat Holism adopts the alternative rather than
orthodox view doesn’t imply any loss in terms of simplicity. Indeed, if Tugby (2010)
is correct that the stimulus-manifestation account of how powers operate implies the
existence of stimuli in other ontological categories, the orthodox view might actually
be the more complex when taken in isolation—notwithstanding the fact that we may

6 Gillett (2016 ch. 7) does provide an argument that machresis is necessary for the existence real
compositional levels, and so it should be noted that if this argument is sound, then any independent
reasons we might have for taking such levels to exist would equally count in favour of both machresis
and differential powers. Whilst E-cases surely account for much of the motivation for taking there
to be real compositional levels, perhaps there are other grounds as well.
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well have reasons to accept entities such as actions, events and states which are
independent of considerations concerning how powers operate.

9 Concluding Thoughts

Let me be clear: the discussion in the preceding section of this essay is not intended
to demonstrate that Flat Holism is in some absolute sense a superior position to
either the Micro-latency or the Mutualist accounts; or that these accounts should
be abandoned in favour of Flat Holism; or that they suffer from fatal flaws. The
principal aim of this essay has been much more humble: to introduce the basic form
and ontological commitments of Flat Holism, and to try to establish that the view has
some distinctive merits—in terms of being relatively more unified and simple—such
that it should be taken at least as seriously as closely competing views such as the
Micro-latency view and Mutualism. It is worth bearing in mind, as mentioned earlier
in this essay, that a pluralistic approach remains a live option in this debate, such
that it could be the case, for instance, that some E-cases involve micro-latent powers;
some differential powers and some qualitatively novel manifestations produced by
the mutual partnerings of multi-track powers (and of course, some apparent E-cases
could be open to reductive analyses of various kinds). Such a pluralism remains a
live option because none of the accounts under discussion here are, strictly speaking,
mutually exclusive of one another. Given the possibility of pluralism, discussions
concerning these three accounts are thus not a zero-sum game—but it is crucial is to
engage with and appreciate the manner in which each account approaches E-cases;
the similarities between them; the points of difference and any distinctive merits each
account might have.

A secondary aim of this essay has been to lend support to the general claim
that the way in which certain issues in the metaphysics of powers are resolved has
ramifications for the debate between emergentists and reductionists. This paper has
argued that adopting the alternative view, as opposed to the orthodox view, of powers
allows us to recognise a novel manner in which to accommodate E-cases: Flat Holism.
But the orthodox and alternative views aren’t the only possible accounts of powers,
and so one important focus for future work in this area of debate is to consider what
other approaches to the metaphysics of powers might be theoretically fruitful in the
discussion of the relationship between the more- and less-complex.

Finally, although not addressed in this essay, it should be noted that an examination
of how concrete cases fit (or fail to fit) each of the three accounts is crucially important
(see e.g. the final two chapters of Gillett (2016)): the relevant debates should not
be settled by abstract discussion alone. Of course, in order to be in a position to
engage with concrete cases, one needs a clear idea of the relevant commitments and
entailments of each account, hence this paper’s focus on outlining and exploring
how Flat Holism might address E-cases and how it relates to relevant alternative
accounts. Hopefully this essay has contributed to laying the groundwork such that
the important task of engaging the empirics can more be undertaken more easily.
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Cognitive activity is rooted in reality, but at the same time represents the necessary
means whereby reality can embody itself in an objective way: i.e., according to an in-
depth nesting process and a surface unfolding of operational meaning. In this sense,
the objectivity of reality is also proportionate to the autonomy reached by cognitive
processes.

Within this conceptual framework, reference procedures thus appear as related
to the modalities providing the successful constitution of the channel, of the actual
link between operations of vision and thought. Such procedures ensure not only a
“regimentation” or an adequate replica, but, on the contrary, the real constitution of
a cognitive autonomy in accordance with the truth. A method thus emerges which is
simultaneously project, felos and regulating activity: a code which becomes a process,
positing itself as the foundation of a constantly renewed synthesis between function
and meaning. In this sense, reference procedures act as a guide, mirror and, canaliza-
tion for primary information flows and involved selective forces. They also constitute
precise support for the operations which “imprison” meaning and “inscribe” the “file”
considered as an autonomous generating system. In this way, they offer themselves
as the actual instruments for the constant renewal of the code, for the invention and
the actual articulation of an ever new incompressibility. Hence the possible definition
of new axiomatic systems, new measure spaces, the real displaying of processes of
continuous reorganization at the semantic level. Indeed, it is only through a complete,
first-order “reduction” and a consequent non-standard second-order analysis that new
incompressibility will manifest itself. Therefore, the reference procedures appear to
be related to a process of multiplication of minds, as well as to a process of unifi-
cation of meanings which finally emerges as a vision via principles. Here also the
possibility emerges of a connection between things that are seen and those that are
unseen, between visual recognition of objects and thought concerning their secret
interconnections. Hence, for instance, according to Boccioni: “la traduzione in forme
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plastiche dei piani atmosferici che legano ed intersecano le cose”. In other words,
this is the connection between the successive opening of the eyes of the mind and
the metamorphoses of meaning, a meaning which is progressively enclosed within
generative thinking and manages to express itself completely through the body’s
intelligence.

This functional analysis reveals even more clearly, if possible, the precise aware-
ness that, at the level of a cognitive system, in addition to processes of rational
perception (categorial intuition), we also face specific ongoing processes of semantic
categorization. It is exactly when such processes unfold in a coherent and harmo-
nious way that the “I”’ not only manages to emerge as an observation system but is
also molded by the simultaneous display of the structures of intentionality. Through
the intentional vision, I comes to sense the Other’s thought-process emerging at the
level of its interiority. The drawing thus outlined, however, is meant for the Other,
for the Other’s autonomy, for its emerging as objectivity and action. This enables me
to think of the autonomy of the Nature that “lives” (within) me.

At the level of intuition-based categorization processes, the file is “selected” from
the ongoing morphogenesis. When the original meaning manages to express new
lymph through a renewed production of forms, the self-inscribing file might express
its unification potentialities through the successive individuation of concepts which,
however, are selected and molded at an intuitive level. Hence the possibility of an
actual “inscription” to the same extent as the morphogenesis, but also the realization
of a reduction process, the very laying down of an original creativity within a mono-
dimensional and dynamic framework. It is exactly when the reduction is carried out,
though, that the procedures of reflection, the identification of limits and completion
can be performed on the basis of the constant support to the felos activity, of the
primary regulation activities proper to the organism taken as ongoing projectuality.

The unification procedures inherent in the nesting process, effected in accordance
with precise conceptual constraints depending on the self-inscription of the file,
then fit, finding their foundation, in attractors which operate at the level of specific
correlation-patterns and organic instrument-systems of measure. These gradually
grow up and multiply, giving rise to natural self-organizing modules, activated by
an inner-code, which materialise over a period of time as based on precise measure
operations encoded in a specific project. The result is an autonomous (and selec-
tive) production of forms modulated according to concepts and connected through
the telos, thereby becoming vision via principles, a production able to articulate
according to a specific and unifying intelligence. There thus emerges a “body” acting
in conjunction with its intelligence:

“my” body which at the same time manages to transcend itself and blend with itself in the
Other. Hence the very possibility of the “presentation” as Forma formata of an original
meaning which will simultaneously blend with itself and sub-divide itself in time. While the
eyes of the mind manage to observe a Natura naturata populated by observers, the brain
with its measure operations and net connections manages to “think”, moving beyond itself
into the Other, a Forma formata interwoven by works.

In a context of this kind, the forms of intuition (as well as, on the other hand, the
categorial apparatus) cannot be considered impermeable to the conditions of external
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evolution. In the meantime, it appears increasingly necessary to recognize that the
Darwinian external selection will co-exist with an internal selection connected to
the successive deep-level unfolding of meaning. It then becomes mandatory to refer
back to the procedures of categorial intuition as postulated by Husserl, but also to
anchor these procedures to a particular conception of the relation between organism
and environment which is both dialectical and co-evolutive. The reference proce-
dures, like those of simulation, are never neutral, and never regard the human realm
alone, but are able to act as a guide, mirror, and canalization for the primary informa-
tion fluxes which gradually inscribe themselves in the form of codices, constraints,
and modules-forms in action: natural simulation modules which govern, at the basic
level, the structuration processes articulating at the level of the living (and cognitive)
organism. In this sense, the operational logic of intellect and simulation must also
be considered in combination with a deeper logical level concerning the articulation
of life itself, also requiring us to map out their co-operative and functional interde-
pendence. The procedures of reference, far from being external to reality, lead, on
the basis of an ongoing interdependence with the evolutionary paths in action, to the
progressive (inner) constitution of individuals who finally act as autonomous entities
and posit themselves as the real source of neural creativity (at the level of knowl-
edge construction). The reference procedures thus give rise to a complex dialectical
exchange between action, thought, and meaning, producing, in particular, an evalu-
ation and exploration of the contents and limits of the original information-fluxes.
This exchange leads to new forms of autonomy, and the extension and recovery of
the conditions of primitive creativity: hence the primary source of that continuous
“addition” of new nuclei of creativity characterising the logic of the living (being)
which Bergson speaks of.

True invariance, life, can exist only within the framework of ongoing autonomous
morphogenesis and vice versa. Concepts would thus appear to be linked to the inven-
tion and a continuous activity of selection and “anchorage” realized on semantic
grounds. It is the work of invention and generation (in invariance), linked with the
“rooting” of meaning, which determines the evolution, the leaps and punctuated
equilibria, the conditions related to the unfolding of new modalities of invariance,
an invariance which is never simple repetition and which springs on each occasion
through deep-level processes of renewal and recovery. The selection perpetrated by
meaning reveals its autonomy above all in its underpinning, in an objective way, the
ongoing choice of these new modalities. As such it is not, then, concerned only with
the game between the possible and the actual (F. Jacob), offering itself as a simple
channel for pure chance, but with providing a channel for the inscription of the file
in the humus of meaning, to prepare the necessary conditions for continuous renewal
and recovery of original creativity. In effect, it is this autonomy in inventing new
modules of incompressibility which determines the emergence of new (and true)
creativity, which also takes place through the “narration” of the effected construc-
tion. Pace Kant, sensibility is not a simple interface between absolute chance and an
invariant intellectual order. In this sense, the reference procedures, if successful, are
able to modulate canalization and create the basis for the appearance of new frames
of incompressibility through morphogenesis. This is not a question of discovering
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and exploring (according, for instance, to Putnam’s conception) new “territories”,
but of offering ourselves as the matrix and arch through which they can spring
autonomously in accordance with ever-increasing levels of complexity. There is
no casual autonomous process already in existence, and no possible selection and
synthesis activity via a possible “remnant” through reference procedures considered
as a form of simple regimentation. These procedures are in actual fact functional to
the construction and irruption of new incompressibility: meaning considered as the
promoter of Forma formans, offers the possibility of creating a holistic anchorage,
and is exactly what allows the categorial apparatus to emerge and act according to
a coherent “arborization”. In this way a time of invention can be assured, but not a
time of repetition: a time characterized by specific processes of renewal and recovery
which continuously reveal themselves as possible in proportion to the effective real-
ization of the “work”. What determines the ongoing selection each time (at the level
of the primary informational fluxes) is the new incompressibility that arises. This
requires that the reference procedures posit themselves as arch between the two
selections: between invariance on the one hand, and autonomous morphogenesis on
the other. In other words, they are only able to nurture new incompressibility where
there exists a process of nesting of pure virtuality’s original space. The important
aspect is not, then, the remnant in itself but the successful “narration”. It is effective
inscription giving rise to new incompressibility which necessarily bypasses me. |
will, then, ultimately be able to observe a new incompressibility which reveals itself
as the ongoing fusion of emergent nuclei of creativity within the unity of an operant
signification. The new invention which is born then shapes and opens the (new) eyes
of the mind: I see as a mind because new meaning is able to articulate and take root
through me (and only proportionately as this occurs).

I must transform myself into an arch and then offer the arch (and myself) to other
through multiplication. I will thus be able to fulfill myself as a form of new creativity
and achieved autonomy. This is the means to step outside myself while affirming my
objectivity as creator-artificer: the donation of the drawing-thought to the other, an
assimilation of the other for the other, to make it, too, a creator again in his coming
out of self-abandonment. It is this that will then reveal itself as true possession, to
merge with the inner broadening of the basis of creativity. I neither capture nor order
nor replicate simply: I simulate to allow the advent of a new life, but to do this I must
pass through the arch of creation and “disincarnation”, effecting the link between
the two ongoing selections and managing to close the circle by opening and laying
down myself as a grid (Tiziano, The Martyrdom of St. Lawrence, Venice).

As a collating mechanism I must give voice to the two selection-processes (at the
two different levels of vision (the mind) and revisable thought (the brain)), becoming,
in my turn, a creator and a source of life and coagulum for the Other and in the Other,
at the same time as the Other posits itself as a source of meaning and truth for me.
Hence the need to shape-create the drawing and offer it up for the realization-thought
process of the other. I offer up the vision of myself (which is ultimately the result
of a self-organizing process) for the thought-process of the other: for the measure
operations effected by the other, to allow it. To posit itself again as a creative and
autonomous being.
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As W. Dean correctly remarks, Tennenbaum’s Theorem can be understood to
illustrate that: “although in classical mathematics we can demonstrate that non-
standard models of arithmetic exist, the theorem intervenes to show that we can
never hope to go beyond linguistic descriptions such as ‘let .# be a model of Ty’ so
as to characterize the structure of .# explicitly”.! Actually, given that.# is countable
we can characterize the substructure (M, < M) constructively up to isomorphism as
the order type  + (v * +w) - 1.

However: “the fact that we have still gone on to develop a rich theory of such
structures and their interrelationships is testament to the fact that the development
of model theory often does not require us to fully extensionalize descriptions of
models which we have introduced by such means”.? In fact, we can easily realize
that our ability to refer to non-standard models must be understood as mediated by
descriptions which are not only indefinite but which we know can never be made
fully constructive. In other words, we are obliged to adopt a different understanding
of ‘model’ inspired by Constructivism. Hence a possible confluence, at first, of the
computationalist view with Putnam’s ‘nonrealist’ semantics, with the attempt, that
is to say, to identify the reference of an expression with its sense understood as an
appropriate type of verification procedure. ‘Objects’ in constructive mathematics
are given through descriptions. Those descriptions do not have to be mysteriously
attached to those objects by some non-natural process ... Rather the possibility of
proving that a certain construction (the ‘sense’, so to speak, of the description of the
model) has certain constructive properties is what is asserted and all that is asserted by
saying the model ‘exists’. In short, reference is given through sense and sense is given
through verification procedures and not truth conditions.> (Putnam, 1980, p. 479)
(emphasis original). According to the theoretical perspective proposed here, let us
remember that according to Benacerraf any set of objects with the w-type ordering
can be a model for arithmetic. However, next to this property we must also consider
other important properties: actually, a basic feature of natural numbers is given by the
fact that humans normally utilize them to count. Specifically we learn what natural
numbers are while learning to count. But learning in the case of an autonomous
agent (the Minotaur) is necessarily linked to the realization of an embodiment, an
embodiment that, in turn, presupposes the encounter of the Minotaur with Ariadne as
well as the full unfolding of his imagination. The agent must also take into account
the use and the conditions of the exercise concerning his very self-identification: the
properties relative to w-ordering alone are not enough to identify the real exercise on
the mathematics. In other words, the model is intended (and exists) when it adequately
reflects our intuitions. “We learn what are natural numbers while learning to count.
Consequently, we argue that an intended model for arithmetic should be such that one
can perform basic arithmetical operations (addition and multiplication) on elements
of this model (numbers from this model)”.*

In this sense the model does not present itself simply as a construction charac-
terized by certain properties: the model must also allow specific operations to be
performed on its own elements and must have a privileged relationship with the use
of certain abilities as operated by the autonomous agent at the level of the embodi-
ment process at play. It is only if I prove myself capable of operating successfully on
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elements of the model that I come to understand: i.e. to exercise a specific skill such
as that, for example, relative to counting. It is in this way that Ariadne can illuminate
and that the construction of I, in its turn, can be pursued.

We are far beyond Putnam: the model not only exists because it is identified
through abstract structures, constructive properties and verification procedures, but
also because it refers to the conditions proper to an actual embodiment of which,
for instance, a specific learning process is an integral part. Thus, at the level of the
intended model for arithmetic we have the convergence of recursivity, first-order
induction and w-type ordering (Tennenbaum theorem): the intended model neces-
sarily takes shape in reference to specific recursive processes, to what is, from a
general point of view, the landscape of Reflexivity. A convergence, in any case, that
takes place in the context of the detachment operated by the Minotaur. What happens,
however, when we enter the arena of metamorphosis in all its breadth? When, that
is to say, we take into account the entire journey of the Minotaur. In such a case, as
Picasso clearly shows in the painting “The flute of Pan” (Museum Picasso, Paris), a
further element enters the scene: the score relating to the inheritance of Pan, i.e. the
original set of the eigenvalues on the carpet. We are now in the realm of non-standard
models where the reference to the ordering is to vary as shown by Henkin in 1950.
We will no longer only be faced with w-ordering but, for instance, also with the order
type w + (w * +w) - n and so on. The imagination at work at the level of the embodi-
ment (as, indeed, shown by Picasso in his painting) is guided by eigenvalues and not
by eigenforms. Let’s imagine now to recover, in the footsteps of Carsetti (1989), a
suitable model for a given process of metamorphosis and self-organization. Having
to refer, initially, to a set of eigenvalues, it will be necessary to refer not only to
recursive processes and standard models but also to both non-standard models and
simulation and invention procedures. Hence the entry into the scene of a new theo-
retical perspective: the perspective related to set-theoretic Relativism. Now, we must
adopt, as Skolem does, a different understanding of ‘model’ inspired by Construc-
tivism and set-theoretic Relativism. The object-construction to which Putnam refers
is now replaced by a process of self-organization, by the very decline of a metamor-
phosis process such as that so well illustrated by Picasso or Ovid. We are faced with
a dialectic at play between imagination and invention and not only with the presence
of specific relations between objects. In the light of this new perspective, we should
maintain that to find out which algorithms really correspond to the references relative
to some specific constructive operations it should mean for the autonomous agent
that undergoes the metamorphosis to be able to make Nature speak (constructing
in the right way the oracle as a new Oedipus) in order to come to feel the solution
of the problem in its coming to flow at the level of his own veins. In this sense,
only an effective renewed embodiment can, therefore, tell us what the algorithms in
question should be. It is the new life and with it the new arising mathematics that
will come to condition the self-organizing fibers of the Minotaur along the course
of his own evolution starting from the actual giving of the irruption as it arises from
the sacrifice of Marsyas. A life, in particular, that will, then, extend itself along the
profiles of a new invariance (up to the self-organizing of a Road, but in the silence,
a silence interrupted only by the flowing and fading away of the sound related to
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the stiletto heels of Echo). The reference for an autonomous self-organizing agent is
given by the achievement and verification (but on his own flesh) of his autonomy, the
autonomy proper to an agent that manages to handle the algorithmic schemes at work
in accordance with his inner transformation thus resulting able to prove that he exists
to the extent that he places himself at the root of the fulfilment of metamorphosis.

The new autonomous agent who will thus be born will therefore be able to look at
the ancient remains of the first observer thus realizing, as Skolem himself states, that
many ancient figures which inhabited the theoretical universe of the first observer
(such as the ancient infinities) no longer show themselves in accordance with their
original characteristics (i.e. as true infinities) with respect to the new arising horizon
(the horizon relative to the new observation that is born). We are, in effect, faced
with a new embodiment and the conditions relating to the model will now undergo a
radical change. If we set ourselves from the point of view of a radical Constructivism,
an effective semantic anchorage for an observer system such as the one, for example,
represented by the non-trivial machine as imagined by H. von Foerster, can come to
be identified only to the extent that the evolving system itself proves able to change
the semantics. This, however, will result in our being able to realize an expression of
ourselves as autonomous beings, as subjects, in particular, capable of focusing on the
same epistemological conditions relating to our autonomy. A creative autonomy that
expresses itself above all in the observer’s ability to govern the change taking place.
Only the Minotaur operating in these conditions will actually come to undergo the
new embodiment. Here is the passage on one’s shoulders to which Skolem refers,
namely that continuous passage from the first to the second observer that marks the
very course of natural evolution.

We will then be able to place ourselves as witnesses (but at the level of the new
embodiment) of what in the past has been the ability on the part of the first observer
to govern his own growth process. Here is the flourishing of an intentional logic
based on the ineliminable relationship with other. At the outset there is no ability to
count, in fact the eyes of the Minotaur as painted by Picasso are not open from the
beginning: they come to open as genuine eyes only to the extent of the construction
in progress of those structures of imagination that allow the correct articulation of the
schemes and, therefore, the same birth in the round, but by bricolage, of the activity
of counting. Biological and cognitive activity is always in reference to the evolution
at work and the construction of a Temple intersected by perceptual acts (within the
framework of the ongoing dialectic between incompressibility and meaning).

The reference for an autonomous self-organizing agent is given by the achieve-
ment and verification (but on his own flesh) of his autonomy, the autonomy proper
to an agent that manages to handle the algorithmic schemes at work in accordance
with his own transformation thus resulting able to prove that he exists to the extent
that he places himself at the root of the construction of the properties that identify
his very creativity: true existence is given by creativity at work (but in the agent’s
awareness of this same creativity).

The categorial is in me, in the inwardness of my being, in my own coming to
mould myself as a creator: Noli foras ire. Here is a categorial that emerges at the
level of Nature (Pan) and that manifests itself, then, following the conception of
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Marsyas, along with the giving of a simulation activity which occurs in the kingdom
of Culture according to the dictates of a specific DNA. On the opposite side, the God
(the environment, the reality that surrounds me as a craftsman and that selects me,
the S. V. Mountain that every time upsets me as a Painter and craftsman (Cezanne)
following what is the manifestation of its apparently inviolable complexity) is the one
who arouses, who proceeds with the selection and who consoles, the one who gives
impressions of excruciating beauty and who, however, open to the possibility for the
craftsman to manage his own conceptual apparatus in order to grasp the meaning of
such impressions. Hence the encounter between the craftsman and his environment,
but in dependence on a coupled metamorphosis. Apollo and Marsyas: creativity and
simulation. There is a creativity in Apollo expressing itself through an inspiration
that is declined for subsequent impressions involving the subject and there is a simu-
lation activity in Marsyas that comes to be expressed through successive exposures
of his DNA. Apollo expresses himself as creativity in life through an inspiration
that emanates, Marsyas instead gives rise to a Work in accordance with the truth.
Apollo inspires the craftsman’s activity, while Marsyas, for his part, allows the God
to express his selective activity. Pan is the Mountain that through Syringe transmits
its inheritance thus opening to the birth of the M. Marsyas is the conceived that
opens to the Painter of abstraction, to Cezanne as craftsman and Painter. Cezanne,
coming to undergo the impressions, develops that conceptual network that will lead
him by means of the categorial intuition, to hear the speech of the Mountain flowing
in his veins. Pan as creativity and Nature which then gives rise to new conception
and Marsyas, instead, as the Lord of the Garlands which comes to decline himself
as simulation and Work, thus determining the new irruption. If there were not the
Minotaur who, at first, is added to the Temple in determining each time the right fixed
points and if there were not, therefore, Marsyas who presides over his extroversion,
thus coming to undergo the selection by the God, there cannot be that co-evolution
which alone can allow the meeting between creativity and simulation to take place.
A co-evolution which, in any case, will be tailored to the channeling of the God at
the level of what is the subsequent emergence of impressions. Here is the Mountain
which will accompany the Muse and here is the Painter who will come to inhabit
his brain. Here is a DNA that will express itself in a fabric of actions coordinated by
a brain and here is a web-network that will be channeled through the emergence of
impressions synthesized in themselves by operating intentionality. When I grasp the
reality of the web (when I contribute to “making” the environment) I offer the neces-
sary support, at the biological level, for the establishment of ever new intentionality.
When I contribute to “model” from the inside the craftsman, I offer the necessary
support at the intentional level (not at the level of function, that is to say, but of the
meaning) for the constitution of a cognitive organism. From Nature to Culture: from
the Minotaur to Marsyas-Painter (through conception). Once we start from a thought
(creativity) considered as the matrix of an emerging Nature (and, therefore, from
Pan) and once we start from a pure simulation activity on a cultural level (and from
Marsyas). From Apollo’s own creativity to impressions, from Marsyas to a computa-
tional and simulation activity through concepts. Indeed, I can only grasp impressions
through the proper construction of concepts. Here is the simulation-creativity circle
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but preceded by the function-meaning circle. If the concepts do not come to express
themselves in the right way along with the construction of the filters, the impressions
will not be able to come to reveal their (hidden) meaning. If impressions do not come
to work properly, concepts cannot come to articulate in depth in harmony with oper-
ating self-organization. Here is the backbone of the process of categorial intuition.
The channeling by the Mountain represents the channeling of Nature itself as a func-
tion (but together with its meaning). The channeling by Marsyas represents, in turn,
the channeling by Culture as simulation at work (but together with its creativity).
Nature (Pan) as thought and as the arena of the function-meaning dialectic versus
Culture (Marsyas) as simulation and as the arena of simulation-creativity dialectic.
Apollo speaks by impressions (at the level of semantic categorization), Marsyas
expresses himself by computations (at the level of categorial intuition). On the one
hand, impressions + concepts, on the other, an intellectual vision in the God. The
God thinks in (and through) the craftsman, the craftsman feels in (and through) the
God. I feel the God flowing in my veins. The craftsman contemplates the God sensing
him in his own light by making himself light. Here is Kitano Takeshi leading the
Ecclesia into the light although he is no longer able to see (cf. the ending of the
film: Zatoichi). The function is carried out by fixed points, the intentionality by the
carving operated at the level of the Work. Once the constellation in the sky and once
the nesting of Eurydice in the abyss. Apollo (the Mountain) speaks by impressions,
Marsyas elaborates his inner vision by computations and models. When this happens
it is because specific filters have allowed the DNA of Marsyas to “expose” itself in
the appropriate way, in adherence, that is to say, to the information content present
in the original “impressions” that characterize the mysterious message of the Moun-
tain (Apollo). That’s when Clio can appear. Hence, then, the fractal articulation of
Pan. Marsyas-Painter has brought his work to completion and his DNA has proved
capable of exposing itself in the right way (the way, that is to say, that allows the
content of the impressions to be represented and channeled at the craftsman’s level)
thus allowing the craftsman to explore new forms of incarnation. The God, in other
words, thinks in the craftsman to the extent that the craftsman himself reconstructs
the message of God in himself, making it operative at the level of the exposure of
his DNA and the consequent incarnation. In other words, the Painter, by painting
the very presence of the God (in Clio), comes to represent, at the level of the Work,
the impressions that characterize this very presence and reconstructs in himself the
selection put in place by the God having identified the correct software. Extroversion
> selection > reconstruction at the genetic level > incarnation. Marsyas dies but in
the meantime, he comes out of absence thus preparing for a renewed realization of
the enthusiasm and for the new irruption. If the God comes to think in him he comes
to fully feel his presence at the level of the Work of art. Hence the new break-in and
the emergence of Pan. Hence, again, the detachment, the journey of the new Mino-
taur, the function-meaning dialectic up to the very giving of the new conception of
Marsyas and the new dialectical relationship between creativity and simulation but
in a new ambient. When the categorial proper to Marsyas gives rise to new forms
of incarnation (thus embodying the Other), when the Painter feels the new presence
of the God in the Muse (at the same time that he paints this very enthusiasm), this
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means that he has captured in himself the creativity (Thought) of the God himself
and can, therefore, die by the very hand of Apollo and following what is the conse-
quent irruption. The Silenus now comes to contemplate the God through the action
of Painting: the artist feels the God, contemplates him in his own light, the light that
now also emanates from him to the extent that he was added to himself by the God
as a creator. He who, as a Painter, reveals himself capable of embodying the Other
through the action of Painting (cf. Lucien Freud) comes to feel the presence of God
(in the Other) by coming himself to be added as creator (as Painter in truth). Cezanne
who realizes himself as a Painter by dying on his battlefield (the clearing in front of
the S. V. Mountain he had chosen as location) comes to be illuminated through the
Work by the very light of the God. His DNA came to “expose” itself in harmony with
the software which animates the creativity of the God. The impressions bring into
play their informational (and intentional) value by means of the filters, thus inducing
those changes at the level of the exposure of the DNA of the craftsman that mark that
metamorphosis of Marsyas that occurs when he comes to be added to himself by the
God The impressions now speak in his flesh, in his own veins: God thinks in him in
his own metamorphosis. Cezanne tracing the very archaeology of the Mountain and
placing himself as a stool for it in view of the renewed expression of its creativity will
come to be added as a creator by realizing himself as a Painter in truth. He will come
to reconstruct in himself the paths relating to the incarnation in him of the original
impressions. He will become flesh and renewed computation for a God who will
thus be able to come to think in him. Cezanne will act as software for the hardware
represented by the God. The Father recovers himself through the Son but following
the sacrifice put in place by the Son himself as well as following the help he gave to
the Father who fell prey to the self-abandonment. Marsyas will thus be able resurrect
as an added creator. Here is the action of Painting and here is the real presence of the
God in Clio as Work and as Muse of History. Cezanne-Vermeer to the extent that he
embodies his Muse-model according to the truth, recovers in himself the creativity
of the God by coming to be added as a Painter but in his own death and in his exit
from absence along with his coming to become pure light in the God. The impres-
sions will now come to speak from his own bosom, he will feel them articulated
in himself: Noli foras ire. Here is the sense of the Simulation- Creativity dialectic.
From the Simulation- Creativity dialectic to the renewed dialectic between Function
and Meaning. From the irruption to the conception. When Vermeer paints the Muse
again, his DNA will have come to expose itself in harmony with the impressions
coming from the Mountain: he will, therefore, added, but only to the extent of his
success, of the success, that is to say, of the very action of Painting, an action he
tenaciously pursued. The meeting between creativity and simulation takes place in
the arena of Schematism and is articulated through the construction of specific filters.
Marsyas receives the message of the Mountain to the extent that he reveals himself
capable of inspiring and channeling his own growth on a biological level according
to the impressions coming from the Mountain itself to the point of coming to feel
the original creativity (the God) coming to dictate to him in what are his own veins.
Here is the miracle operated by the filters but on the basis of the ongoing process of
self-organization.
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Apollo and Marsyas, creativity and simulation. Apollo (the S. V. Mountain) thinks
of the craftsman (Cezanne), engraves it, and selects it for excruciating impressions
on the basis of his mysterious creativity. The moment in which the Painter dies, thus
sanctioning the victory by Apollo, (his success in truth) is the presence of the God
(the enthusiasm of which Clio bears witness) that comes to affirm itself through the
action of Painting. The God thus comes to think in the Silenus but at the cost of the
Painter’s exit from absence. The Silenus, however, to the extent that he will have
had the opportunity to witness Clio’s emerging enthusiasm, will be able to identify
(and determine) the same coming to “flash” of new Nature. Hence, in fact, Pan’s
scream. Pan comes to be born because the Painter through the action of Painting
has become pure software, leaving the absence but in the very manifestation of the
presence of the God (in Clio). The Painter consumes himself in the praxis of art, he
hears the God speaking in him but by resorting to his own brush. He becomes a stool
for the God and for his resurrection, and in this way comes to be added. Here is the
dialectic between software and incarnation. It is the action of the software which, by
embodying the subject of Painting (to the point of identifying, at the limit, the very
presence of the God in Clio) allows the Painter who becomes a stool for the divinity
to be added in creativity. Here is the one who paints in the creativity thus opening
to new Nature. Hence a Nature that comes from a Work of art. Hence, then, the new
emerging Minotaur. The realization of the software is always within the boundaries
of a sensibility and of the ever renewed dialectic between Simulation and Creativity.
Both the God and the creator participate in this sensibility. Without these limits
and without the passage preached by Skolem there is, therefore, no real life. In this
sense, the passage for disembodiment as advocated by Chaitin is fundamental, just as
it is fundamental the recourse to the identification of the software’s path. However,
it is necessary to open, at the same time, to the dialectic between Simulation and
Creativity, as well as to the procedures of a real self-organization process, to the
passage each time to new Nature, etc. Equally fundamental is the relationship between
Nature and Culture, just as the intuitions of Skolem regarding the metamorphoses of
the observer. Moreover, we must always open up to new Semantics. All this, however,
would not be possible without recourse to that Theory of complexity created by
Chaitin and without the connection of this theory with the doctrine of morphogenesis
as identified by Turing and with the theory of self-organization (cf. H. Atlan, S.
Kauffman, A. Carsetti etc.). Only a careful exploration in the regions of Chaos like
the one carried out by Chaitin, by Turing etc. can help with that. In particular, it is
Chaitin’s studies on Omega that have led to the possibility of a better understanding
of the rules of engagement of the software at the level of the constitution of those
peculiar skills that intersect life.

The procedures of extroversion and the identification of the software are in sight
of a new and deeper incarnation. I must not only optimize the software, I must, first
of all, submit myself to the selection by Apollo in view of an opening on his part
to new Nature and new possible forms of creativity. This is the key role played by
the simulation activity and the consequent extroversion, the role that Marsyas plays
starting from his conception. The path of Marsyas is that relating to the construction
and use of new software but in view of the opening up to new creativity. The Painter
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of Abstraction poses himself as Lucien Freud, like a Hermes, that is to say, who
reveals himself capable of embodying his subjects to the extent that he has become
the conscious master of the software relating to the praxis of art he has put in place.
I have to offer (in extroversion) my cortex, the software as it has materialized in my
body, for the incision by the knife of the God until it is shaken. Hence, then, the rising
of a new Minotaur in view of the new conception of Marsyas as Prince of simulation
and the successive constitution of the Painter of abstraction. From the Minotaur to the
Painter, from Pan to Marsyas. When I identify the software through the extroversion
operated, I come to fix a body as hardware allowing the God to affect and dictate me
inside. This is the way to get the God into my veins. In other words, this does not open
only to the possibility of a better organization at the level of the existing software but
also to the opening itself relating to the flow of new creativity. Here is the creative
song of Apollo, here is the enthusiasm of the God which manifests itself in me, in
my own passing away but through Clio. This is the Work (the action of Painting)
with which I assure my inheritance and my ascent (my exit from absence), the final
recognition that annihilates and exalts me (cf. Picasso’s sculpture that compares with
the conception by the Goddess and does so through poor materials and the result of
recycling). Here is the Other who returns to life in me but through my work, the
Other in which I “enlighten”. It is starting from the irruption of the God that it will
therefore be possible for a new categorial to come to rise; here is the very emergence
of Pan as new Nature from which the path relative to the new incarnation along the
detachment will spring. From the wild ferinity of Pan to the opening of the eyes of
the Minotaur but in truth. Hence the wayfarer and natural evolution but in view of
a renewed cultural evolution and the role that the new Painter will play in it. The
new incarnation thus appears linked to the realization as existence and autonomy of
a new body, a body inhabited by a renewed (visual) cognition and which constitutes
itself as prelude to the subsequent revelation of a soul. The Minotaur that is born is
new compared to the ancient observer. He makes reference to the climbing on his
very shoulders by the ancient observer but to the extent that cultural evolution and
the passage for the Painter will be given (with consequent irruption). This is the path
that is missing in Chaitin, the path, in fact, concerning the reality of a biological
being that is both life and truth, life and cognition (in truth). Without via there is no
new incarnation and vice versa: the absence of real development actually hibernates
life, freezes every possible emergency. God speaks only through the praxis of art,
only with reference to my Work, to my making myself a stool. Therefore, the mere
offering of my body is not enough, intelligent preparation is needed. Oedipus-M
needs to prepare for his death so that there can be the resolution of the labyrinth.
Hence the importance of the studies on omega but also the role played by the taking
charge of the meaning, by the love (intellectual yet embodied) that in Caravaggio
wins everything, by the emotion that if guided by the intellect illuminates with its
light every aspect of reality. Here is a God who is reborn from his own viscera because
the Painter (De Nittis) has revealed himself able to know all the secrets of the air and
has conquered the arena of the intellect. The real optimization is the one that opens
to the scream of Pan passing through Clio and the renewal of the primeval emotion
itself but through the Work and the autonomous creation by the Painter, that creation
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that is balm and gift for the exit by the God from self-abandonment. Father, can’t
you see that I burn? Why have you forsaken me? Why have you, in fact, abandoned
yourself? Accept the flames that surround me in order to regain your creativity. If Clio
excites me, the God is at work. The success of the Work is the way to salvation. The
hand of the Painter that portrays Clio is the hand that opens to the new mathematics
of the emerging world. The creativity that overwhelms everything is creativity that
operates in the viscera of the nucleus, changing the very way of being of the rules.
Here are rules that change the rules: God comes to speak in me as he plays the role
of Vermeer, Caravaggio, Cezanne etc. So I must not only promote Pan’s scream but
also the new detachment starting from the Sylva. A new language will therefore be
necessary with the invention of new words at the level of the vernacular (Dante). I am
reborn to myself according to my story but in view of conception and following the
irruption linked to the presence of the God in the Muse (Clio), a presence that passes
through my hand (the hand of a Painter) but that transcends me, that I cannot contain
in me and by which I cannot limit myself to being contained where the irruption is
to be true. The life that talks about you is still too short if it contains you (if it only
contains you). If it is true it can only shake you up and it will be with reference to the
grammar of the new irruption that you will only be able to find possible information
on what your (new) emerging being is. It is only starting from the broken mirrors that
you can now proceed to identify yourself in the imagination and in the simulation in
accordance with the arts and tools of poetry (Painting). Here is the necessity every
time of conception. Only if, starting from the broken mirrors, the right cypher comes
to the surface, can you continue your path in metamorphosis. Optimization is only
one of the possible consolations along such a harsh journey. Each time you will have
to complete the circle: from the Minotaur to the Painter and from the Painter to the
Minotaur. Here are the two steps necessary for conception and irruption. Here is via
(as evolution and metamorphosis) and the two senses of it: natural and cultural. It
is the natural evolution that leads to Marsyas in truth and it is the cultural one that
leads to Pan and the detachment of the new observer. Marsyas simulates and extrudes
himself by unraveling his software and fixing it as hardware on which the God’s knife
will come to operate. Hence the emergence of new creativity, but from within. It is
what is required in order to awaken the God from self-abandonment. Here is the cry
(see Antonioni’s film: Il Grido) of the Son to the Father, the last invocation on the
cross before the crash. In the film, the cry is of the woman who witnesses the death of
her Son, of the one who had been her husband and who has come to be replaced by the
new infant. In reality, the cry accompanies the groom’s flight from the tower and his
coming to smash. It constitutes the last word-expression of the traveller reflected in
the one who as a woman had abandoned him. The invocation of the Son to the Father
is translated into the cry of the ancient bride. Once you are added to the meaning
and once you come to be added by the creativity in action to itself. Function and
meaning, on the one hand, and simulation and creativity, on the other. By adding
myself I make a precise carving with reference to the Temple, coming to be added it
is my being, instead, that is carved and dictated inside. The sense of software as a gift
(or the sense of dance as a gift, of choreography as a thought) is to open myself to
new creativity and new evolution. The God who thinks in the craftsman who is added
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comes, therefore, to be contemplated and intuited by the very craftsman (as shown
by Beato Angelico). The Goddess, in turn, comes to be categorized and calculated
by the hero who comes to join the Temple (by intuition). Here is the stone Temple
of Poussin. The God who dictates to me inside comes to be categorically intuited,
but it is only by grasping his voice that I can therefore realize my metamorphosis in
conception. Marsyas as the result of the metamorphosis and as the hero who, later
on, will be added, will only be able to show himself as the one who has climbed onto
his shoulders, thus opening up to a new possible observer along the course of the
metamorphosis. This is the sense itself of the ongoing metamorphosis, but within
the framework of a double dialectic: the dialectic between surface and depth and the
dialectic between hardware and software. It is through this double dialectic that the
passage Skolem speaks of can really come to be realized in all the complexity of its
actual articulation.

According to an ancient intuition by Braque the emotion must be corrected
according to the rule if we want to ensure a subsequent intentional extension by
the emotion itself and, therefore, through this, the achievement of true invariance,
albeit in the change. The rule, in turn, must be nourished by emotion if we wish
to ensure a full development of the rule itself and, therefore, a real morphogenesis,
albeit in continuity. Here is Life and Truth coupled, and with them via, albeit in
accordance with its two directions. Hence the limit but also the value of the theses
advocated by Chaitin: the great scholar is unable to grasp all the valences of the role
played by meaning at the level of evolution, but carries out an analysis of the “arti-
ficial” connected to the emergence of Nature, thus individuating the conditions for
the creating of an effective opening to new possible break-in. Setting himself up as a
new Marsyas and undertaking the journey to the columns of Hercules, Chaitin really
sets the conditions for a paradigm shift, thus opening up (albeit in nuce) to a new
Semantics and the new cries of future detachment. The journey into invention begins
here, and it is precisely here that the role played by the “verses” takes shape at the
beginning. No longer pure determinations of the Form but tools capable of inventing
the very way of articulating things to say and think from within: that is, tools that
open up to the new arising function. The extroversion and semantic clarification
represent the first step in view of the irruption taking place. It is necessary, however,
to feed the omega-related pyre in order to be able to ensure the correct modalities
for the change of semantics: in other words, to be able to truly face that onerous
passage constituted by the passage on one’s shoulders by the hero as suggested by
Skolem. The artificial must be reflected in itself and must reflect the imagery in
place, with a view to preparing for a correct irruption. It is in this sense that, by
linking Goedel, Turing, and Darwin, Chaitin offers a versatile and important contri-
bution to that complex analysis that right now is progressively preparing the first
foundations of a new science: Metabiology. Hence the first emergence of artificial
but not trivial machines as imagined by von Foerster: biological machines able to
self-organize and to stay in symbiosis with man in view of his becoming a new creator
through his coming to be added to himself by the God (in accordance with Bergson’s
metaphor, later taken up by Monod). These are unheard worlds which come to open
and expand before our eyes. At the artificial level we can invent only by means of
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successive simulations, while on the natural level we can only imagine what form
successive illuminations will take. Here is the light of Grace which in Caravaggio
comes to illuminate the cheat who plays with the Chaos of his life leading him to the
metamorphosis-conversion. This is what happens to the mathematician who comes
to change semantics by opening up to that onerous journey corresponding to the
overcoming of himself as well as of his own vision of the world as an autonomous
observer in action. The metamorphosis in other, and the opening up to a new world
of thought and observation (together with the entry on the scene of new infinities)
emerge necessarily to the extent of a radical transformation on the part of man, a
transformation for which the right compass is not easily found. This is the challenge
that life presents to us every day. Just think of the enormous load that as humans
we carry on our shoulders: that load which every time requires the artist to work for
the overcoming of his own Work as well as of what constitutes his inheritance as
man and craftsman. Life grants no insurance in this sense; it cannot, in effect, give
assurances to itself if it truly wants to succeed in ensuring the necessary renewal of
its original creativity. Turing and Chaitin focus on the role played by the grid relative
to pure software with reference to extroversion and disembodiment, the way is open
to the identification of Omega. This identification, however, turns out to be linked to
a conception (and previous petrifaction) possessing a precise historical character. In
this sense, therefore, omega has no absolute character: when, in effect, a real meta-
morphosis takes place, centered on the passage by the hero on his own shoulders, the
coming into being of a new observation and, therefore, the very onset of new petrifac-
tion come to enter the field. When the irruption occurs there is openness in depth, and
unprecedented actors appear, albeit in the necessary context of an inheritance. Hence
the proper sense of a natural evolution that can never come to be separated from the
dialectic in place between Simulation and Creativity. The software leads, each time,
to the opening from within of the hardware (with the birth of new intensities and
the consequent outcrop of the God). The hardware leads, in turn, to the nesting in
depth (in the swirls of meaning) of the software. The hardware opens on its abysses
while also gifting incarnation to the point of surfacing as Nature. The software lurks
deep within the sky of abstraction in successive increments of complexity (and its
Methods) to outline the ever renewed contours of a kingdom of Culture. The pressure
we will be under will not be of algorithms alone but also of meanings in action. The
disembodiment must be pursued not only with a view to optimizing the evolutionary
pressures on the table but also in view of a more ambitious goal: a complex system for
living such as that represented by Ulysses-Marsyas appears to be the tool itself (first
of all in overcoming the Pillars of Hercules), for an in-depth opening of its own hard-
ware with the continuous birth of new meanings and with a continuous (but organic)
remodulation of the ongoing evolutionary pressures. As Bergson states, complex
living systems that act as autonomous agents come to enter the scene in function of
ever new creativity, of the continuous realization of a renewed evolution. The way in
which this happens is that which passes for the identification, each time, of the grid
related to the martyrdom of St. Lawrence as masterfully illustrated by Titian. In the
painting by Picasso “The flute of Pan” (Paris, Musée Picasso, Paris) the eigenvalues
in action at the level of the score played by Pan are, in effect, the way to realize the
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trigger and the possible multiplication of the first cries of the Minotaur, that is to say
of the first steps of the incarnation process. In this context, the eye of the mind, as well
as the eye of Horus, son of Isis, appears, precisely, as one of the engines of natural
evolution. But Horus is not only a name or a concept or an imagination that lives: he
is, first of all, a universal Form (cf. Picasso’s sculpture), that soul of itself and that
guides and points to every possible vision. It is the eye that in Reflexivity becomes
an eigenform to itself, a matrix of real invariance and autonomy. When we are faced
with works that come to be worn by the Muse through an ideal seam for files, we find
ourselves faced with the offer of a particular inheritance from a piece of hardware
that has come into being as an autonomous agent and that allows the new software
(Marsyas as conceived) to come to light through the support offered by the cypher.
Creativity along the path pursued by the Minotaur has turned into petrifaction, thus
offering a legacy and while allowing the Goddess to conceive. Marsyas represents
the new software that is born, but the hero is, in his turn, marked by a cypher, by a
secret Rule that lives him in filigree: the robe relative to his sacrifice will be woven
into the file of Reflexivity to the point of determining the giving of extroversion.
At that moment the God will come to select opening to the new irruption (and new
hardware). By following Horus we have the effective possibility of fully entering
the realm of dialectics between function and meaning that allows us not to close
ourselves into the enclave of the first-order structures but to range in a much broader
realm of functions also featured in accordance with the tools offered by non-standard
mathematics. Choosing non-standard model theory really ‘introduces’ a new general
semantics. Hence the possibility of fully exploring the arena relating to non-standard
models as indicated, first and foremost, by Skolem but taking advantage of the latest
acquisitions achieved at the level of the most recent theory of self-organising models.®
At the level of a natural, biological self-organising system that is characterised by its
cognitive activities, the objectives are set from within. The origin of meaning is an
emergent property within the organisation of the system itself, and this is connected
to precise linguistic and logical operations as well as distinct procedures of observa-
tion and self-observation. These operations stimulate continuous processes of inner
reorganisation. In the light of the new scientific paradigm represented, today, by
Enactive Realism’ Nature appears to ‘speak’ by means of mathematical forms: we
can observe these forms, but they are, at the same time, inside us as they populate
our organs of cognition. In this sense, in such a scenario, natural evolution also scans
the effective growth of our tools of participatory knowledge of the world around us,
our own coming to recognise ourselves as a stage within a path concerning a real
development of creativity but on a co-evolutive level and in accordance with a seman-
tically pregnant perspective. Paraphrasing Galileo, normally regarded as the father of
modern science, we can affirm that Nature is speaking by computations, thus causing
Nature to be embodied. However, such natural computations cannot be articulated
only on a purely syntactic level nor can they be flattened on disembodied crystalliza-
tions. Actually, at the biological level we are continuously challenged by semantic
information and semantic phenomena thus coming to be involved in an effective
process of self-organization. Real ‘extroversion’ is in function of the activation of
new selection procedures capable of ensuring a metamorphosis (from within) of the
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system: a metamorphosis that will necessarily involve the mathematician who builds
the model. In this context, the system’s pursuit can really offer the opportunity to
trigger more sophisticated levels of embodiment only by changing semantics.

According to Monod, Nature appear as a tinkerer characterized by the presence
of precise principles of self-organization. However, while Monod was obliged to
incorporate his brilliant intuitions into the framework of first-order cybernetics and a
theory of information with an exclusively syntactic character such as that defined by
Shannon, research advances in recent decades have led not only to the definition of
a second-order cybernetics but also to an exploration of the boundaries of semantic
information. We have already seen how for H. Atlan, on a biological level “the
function self-organizes together with its meaning”. Hence the need to refer to a
conceptual theory of complexity and to a theory of self-organization characterized
in an intentional sense. However, there is also a need to introduce, at the genetic
level, a distinction between coder and ruler as well as the opportunity to define
a real software space for natural evolution. The recourse to non-standard model
theory, the opening to a new general semantics, and the innovative definition of
the relationship between coder and ruler can be considered, today, among the most
powerful theoretical tools at our disposal in order to correctly define the contours
of that new conceptual revolution (that new worldview) increasingly referred to as
Metabiology. A conceptual revolution that appears primarily to refer to the growth
itself (at the co-evolutive level) of our instruments of participatory knowledge of
the world. A work at whose level the entropy conditions change continuously also
depending on the decline of Clio as the Muse of History. Hence the very possibility
of considering Nature also as a Work of Art as advocated by P. Feyerabend.

Notes

1. Cf. Dean (2013).

2. Cf. Dean (2013).

3. Cf. Putnam (1980).

4.  Cf. Quinon and Zdanowski (2006).

5. Cf. Carsetti A. (1989) “Self-organizing models”, T.R. (La Nuova Critica).

6. Cf. Carsetti A. (1989) “Self-organizing models”, T.R. (La Nuova Critica).

7. Carsetti A. (1993) “Meaning and complexity: the role of non-standard models”,
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1 Introduction

Since Jan Smuts introduced the term “holism” in his 1926 book Holism and Evolu-
tion (Smuts, 1926), the term has been widely used in many fields of knowledge and
speculation (Michaelson et al., 2019). However, the concept is much older than the
term. The ideas of present-day holism can be traced back at least to early nineteenth
century Romanticism, with its widespread resistance to the fragmentation and reduc-
tion of human belief systems that was claimed to follow with new scientific theories
(Harrington, 1996, p. 4). Other words, such as “wholeness” and “unity” have been
used to express the same ideas as “holism”.!

At first sight, it might seem almost impossible to be critical of holism. If we are
discussing or investigating some entity, what reasons could there be not to include
all of it and to treat all aspects that pertain to it? However, like many other seemingly
self-evident notions, that of holism is much more problematic than what first catches
the eye. One major reason for this is that many if not most of our objects of study and
reflection have so many aspects that it is impossible to cover them all. For instance,
there are so many factors that can potentially affect a person’s health that is practically
impossible to consider them all. A selection has to be made.

1T will not spend much effort on the common claim that holism means that the whole is more than its
parts and their relations. As noted by Richard Healey, this is an empty criterion since “one relation
among the parts is what we might call the complete composition relation—that relation among the
parts which holds just in case they compose this very whole with all its properties” (Healey, 1991,
pp- 400-401). A better delimitation, proposed by Healey, explicates holism as the claim that “the
whole has features that cannot be reduced to features of its component parts”. (ibid., p. 397) The
meaning of this explication will depend much on whether this reduction is conceived as being
ontological or epistemological.
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Furthermore, there is usually more than one overarching perspective that can be
applied to one and the same topic. More often than not, it is impossible to combine
all of those overarching perspectives into a single, unified perspective that covers
them all. This means that there are competing holistic perspectives on one and the
same topic. A claim that there is only one truly holistic perspective or approach that
can be applied to a topic is nothing else than an attempt to monopolize the topic.

However, not all overarching perspectives are presented or recognized as holistic.
It turns out that only some such perspectives are in general called “holistic”. The
following four examples should make this clear.

First: Charles Darwin’s theory of evolution gave rise to a much broader and more
interconnected understanding of biology than what was previously available. Inves-
tigations of a biological species can now be extended to how it was evolutionarily
adapted to its whole environment in all its complexity. Fossil findings are directly
connected with our knowledge of living plants and animals. (Salgado, 2019, p. 2)
However, the theory of evolution has seldom been described or promoted as “holis-
tic”. In contrast, creationist ideas are commonly called “holistic”, although they
deny all these connections and thereby fragmentize biological knowledge. (Andrews,
1984).

Secondly, animal experiments still have an essential role in the early phases of drug
testing. A major argument used by proponents of animal experiments is that studies
on isolated cells or tissues cannot provide a credible picture of what will happen when
the drug is introduced into the body as a whole, with all its complex interactions. This
is clearly a holistic argument, but we seldom hear animal experimentation called a
“holistic” approach.

Thirdly, the climate models used for instance in the IPCC reports on climate
change include a large number of natural and anthropogenic factors that influence the
climate, such as solar irradiance, clouds, precipitation, biological processes in plants,
animals, soils, and oceans, geological processes, emissions of various greenhouse
gases from a large variety of sources, etc. Complex interactions between these and
other processes are taken into account, and regional differences are calculated along
with global averages. This approach is certainly holistic, but that word is not often
heard in connection with these models.

Finally, so-called “personalized medicine” makes use of large amounts of genomic
and biochemical information about a patient in order to put together treatments that
are better adjusted to the individual patient than what is possible with traditional
methods. This is clearly a holistic approach, although it is seldom described as
such. (Vogt et al., 2016) In most discussions on “holistic medicine”, the term refers
either to the use of unproven therapies based on implausible theories about health
and disease (Widder & Anderson, 2015) or (much better) to clinical practices that
combine medical science with humanistic ideals. (Ferry-Danini, 2018; Thibault,
2019).

These examples reveal a considerable tension in common usage of the term
“holism”. On the one hand, the term is usually conceived as denoting the unas-
sailable idea that when studying or reflecting on some object, we should consider
it in its entirety, and in particular not restrict our deliberations to the properties
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of its parts. On the other hand, the designation “holistic” is in practice commonly
reserved for only some of the many approaches that attempt to cover “the whole” of
something. Obviously, if only some of the many overarching perspectives that can
be applied to an object of study are recognized as holistic, then holism becomes a
highly contestable ideal.

From the fact that different overarching approaches or perspectives can be
constructed for the same subject matter it does not follow that these different construc-
tions are all of equal value. A “holistic” perspective can be misleading in various
ways. I will focus on three major categories of failing holistic approaches:

Over-inclusive holism contains elements that should not be there.

Incomplete holism excludes elements that should be included in the intended
whole.

Dogmatic holism is unable to revise its claims in response to new circumstances
or insights.

These three categories of failure are largely overlapping in the sense that many
deficient holisms have two or all three of them. However, from a conceptual point of
view, it is clarifying to treat them as distinct types of shortcomings. The following
three sections exemplify and further specify each of them.

2 Over-Inclusive Holism

Holism can fail by including claims that lack factual support. For instance, if someone
wants to provide a holistic account of the fauna of Loch Ness, it would be most
inappropriate to include a claim that the mythical Loch Ness monster is a real animal,
living in that lake. Such a component would be superfluous, and it would detract from
the value of the account by making its holism over-inclusive.

Unfortunately, over-inclusion is a common problem in allegedly holistic accounts.
Sometimes, the superfluous component is the underlying motivation for constructing
the account in question. This applies for instance to many cases of “holistic comple-
mentary medicine”, in which the “whole” is said to consist of a combination of
conventional medicine and some additional, “alternative” intervention. The purpose
of the whole construction is usually to gain acceptance for that addition. However, if
the addition is a worthless method with no positive effects beyond the placebo effect,
then the whole construction is just a deceptive way to introduce an inferior therapy
into healthcare in the name of holism.

Let us consider three examples of over-inclusive holism in somewhat more detail.
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2.1 Gaia

In the early 1970s, James Lovelock worked for the oil company Royal Dutch Shell.
He was deeply involved in the oil industry’s early responses to research indicating that
CO; emissions could have far-reaching impacts on the earth’s climate. (Aronowsky,
2021) In 1971 he published an article entitled “Air pollution and climatic change”,
in which he introduced what was to become an important part of the fossil fuel
industry’s defence against these concerns: the claim that the planet possesses stabi-
lizing mechanisms that counteract the effects of CO, emissions and keep atmospheric
temperatures within fairly strict limits.

It is known that this substance [carbon dioxide] directly stimulates the growth of vegetation
and consequently the output of the products of vegetative growth such as terpenes, ammonia
and hydrogen sulphide. As already stated, these are aerosol precursors. If this is the direct
cause of the increase of haze-forming substances, it could be looked on as a regulatory
response of the ecosystem to combustion emissions for it tends to neutralise the effect
(temperature increase) of the perturbing stimulus (the accumulation of carbon dixode [sic]),
thereby restoring the status quo. If this biological-cybernetic explanation is correct, the
outlook will not be as gloomy as that predicted by direct extrapolation of past trends...

We may find in the end that the direct aspects of combustion are the least harmful of
all the major disturbances by man of the planetary ecosystem, for the system may have the
capacity to adapt to the input of combustion gases (Lovelock, 1971, pp. 409—410).

In an article published the following year, he further developed these ideas, and
presented what he called the “Gaia hypothesis”. He now claimed to have found strong
evidence that the total biosphere of the earth acts as an organism, which is capable
of controlling the atmospheric gases and the climate.

The purpose of this letter is to suggest that life at an early stage of its evolution acquired the
capacity to control the global environment to suit its needs and that this capacity has persisted
and is still in active use. In this view the sum total of species is more than just a catalogue,
“The Biosphere”, and like other associations in biology is an entity with properties greater
than the simple sum of its parts. Such a large creature, even if only hypothetical, with the
powerful capacity to homeostat the planetary environment needs a name; I am indebted to
Mr. William Golding for suggesting the use of the Greek personification of mother Earth,
“Gaia”....

In fact a close examination of the composition of the atmosphere reveals that it has
departed so far from any conceivable abiological steady state equilibrium that it is more
consistent in composition with a mixture of gases contrived for some specific purpose...

Life is abundant on Earth and the chemically reactive gases almost all have their principal
sources and sinks in the biosphere. This taken with the evidence above is sufficient to justify
the probability that the atmosphere is a biological contrivance, a part and a property of Gaia.
If this is assumed to be true then it follows that she who controls the atmospheric composition
must also be able to control the climate (Lovelock, 1972).

In a follow-up article two years later, Lovelock and a co-worker further elaborated
the idea that early in the development of life, Gaia acquired the ability to “secure the
environment against adverse physical and chemical change”, so that “unfavourable
tendencies could be sensed and counter measures operated before irreversible damage
had been done.” This included “the presence of an active process for thermostasis”,
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i.e. for keeping the temperature close to a desirable, constant level (Lovelock &
Margulis, 1974, p. 8). In another article they reaffirmed their picture of Gaia as a
“control system” that regulates the earth’s temperature and other crucial variables
and is able to “keep these variables from exceeding limits that are intolerable to all
terrestrial species” (Margulis & Lovelock, 1974, p. 486). They expressed their belief
in this mechanism in no uncertain terms:

We believe that Gaia is a complex entity involving the earth’s atmosphere, biosphere, oceans
and soil. The totality constitutes a feedback or cybernetic system which seeks an optimal
physical and chemical environment for the biota... (Margulis & Lovelock, 1974, p. 473).

‘We conclude from the fact that the temperature and certain other environmental conditions
on the earth have not altered very much from what is an optimum for life on the surface, that
life must actively maintain these conditions (ibid, p. 475).

The Gaia notion reached a wider public through an article, published in 1975,
that Lovelock wrote jointly with a senior Shell manager (Aronowsky, 2021, p. 316).
They claimed that Gaia had kept the surface temperature of the Earth within the
bounds required for life “in spite of drastic changes of atmospheric composition and
a large increase in the mean solar flux”. Against this background, “[m]an’s present
activities as a polluter is trivial by comparison and he cannot thereby seriously change
the present state of Gaia let alone hazard her existence” (Lovelock & Epton, 1975,
pp. 304 and 305).

The Gaia construct served the purposes of the fossil industry in whose service it
was originally developed. The alleged self-regulating stability of the earth’s climate
became one of major themes in their attempts to downplay the seriousness of the
greenhouse effect. For instance, in one advertisement in 1995, Exxon talked about
“Mother Nature”, describing her as “one strong lady, resilient and capable of rejuve-
nation”, with the consequence that “nature, over the millennia, has learned to cope”
(Supran & Oreskes, 2017, p. 9). But at the same time, the “holistic” nature of the Gaia
construct has connected with certain strands of environmentalism, and the construct
has attracted considerable following for instance among proponents of so-called deep
ecology (Bartkowski & Swearingen, 1997; Clarke, 2017; Haig, 2001). It has even
given rise to a New Age-related religious movement called Gaianism.

In later publications, Lovelock has modified his Gaia construct, but without giving
up the basic assumption of an organism-like entity that regulates the physical and
chemical conditions on earth to retain its inhabitability. From a scientific point of
view, the Gaia construct is an unnecessary and misleading assumption.” Biological
mechanisms that counteract the greenhouse effect should be studied carefully, one
by one, and so should biological mechanisms that aggravate the greenhouse effect.
The introduction of an unproven fantasy creature that regulates these mechanisms
adds nothing to our understanding. The Gaia construct is therefore a clear example
of over-inclusive holism.

21t is highly doubtful whether it can serve as a scientific hypothesis. (Kirchner, 1989) I therefore
call it a construct rather than, as Lovelock does, an “hypothesis”.
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2.2 Anthroposophy

Some of the best examples of over-inclusive holism can be found in esoteric move-
ments that include extensive supernatural claims in their “holistic” accounts of the
natural world and human life. One such movement is anthroposophy, which was
founded by the German Rudolf Steiner (1861-1925), originally as a splinter group in
the theosophical movement. Anthroposophy is best known for its Steiner schools, its
deviant version of medicine, and a variant of organic farming called “biodynamical”.
Claims about holism form an important part of the anthroposophical rhetoric. For
instance, the introduction to biodynamical agriculture at the website of the Anthro-
posophical Society begins: “To understand and shape agriculture as a living whole
belongs to the most important principles of the biodynamic impulse”.? Similarly,
their introduction to anthroposophical medicine describes it as responding to “the
human’s need of a holistic treatment.”*

Probably, most people who encounter statements like these will interpret them as
referring to agriculture taking the whole ecosystem into account and medicine consid-
ering the patient’s social and psychological situation in addition to the bodily issues.
But anthroposophical holism goes far beyond that. Its focus is on spiritual beings and
on a large collection of esoteric claims in which astrology plays a significant role.
Although its adherents do not see it as a religion, the teachings of anthroposophy
include belief in reincarnation and in a large number of supernatural beings, including
elemental beings such as gnomes, sylphs and nymphs, various spirits, angels, and
archangels, and an assortment of demons. Many of these beings are claimed to be
connected for instance with specific planets, astrological signs, or natural phenomena.
Belief in a spiritually predetermined destiny for humanity, described in Rudolf
Steiner’s writings and lectures, is an essential component of the anthroposophical
belief system. Since the anthroposophical “holism” includes all this, it differs radi-
cally from holistic approaches not associated with the movement. In a recent article
in the official journal of the Anthroposophical Society, Das Goetheanum, the promi-
nent anthroposophist Andreas Neider accused environmentalists of not seeing “the
whole”:

Ecocentrism sees no spiritually developing I in the human being, and it wishes to arouse
consciousness of the connections between all living beings and of their mutual dependence
in their coming to be and passing away. But it has no answer to the question what is the
meaning of human existence on Earth and why man at all arose in evolution. The meaning
of the whole remains in the dark® (Neider, 2019, p. 12).

3 “Die Landwirtschaft als lebendige Ganzheit zu erfassen und zu gestalten gehort zu den wichtigsten
Prinzipien des biodynamischen Impulses”. https://www.sektion-landwirtschaft.org/grundlagen/bio
dynamische-landwirtschaft. Accessed 21-01-04.

4 “dem Bediirfnis der Menschen nach einer ganzheitlichen Behandlung”. http://www.anthromed.
de/Dateien/Downloads/Anthroposophische_Medizin.pdf. Accessed 21-01-04.

5 “Der Okozentrismus sieht kein sich geistig entwickelndes Ich im Menschen und méchte das
Bewusstsein von der Zusammengehorigkeit aller Lebewesen und ihres Entstehens und Vergehens
in gegenseitiger Abhingigkeit wecken. Er kann aber keine Antwort auf die Frage geben, was


https://www.sektion-landwirtschaft.org/grundlagen/biodynamische-landwirtschaft
http://www.anthromed.de/Dateien/Downloads/Anthroposophische_Medizin.pdf

Holism and Pseudoholism 221

Thus, Neider rejects the holism of ecocentric environmentalists who see the
ecosphere as a whole, in which humans do not have a special pre-determined destiny.
He describes their view as non-holistic since they have a naturalistic explanation of
the emergence of the human species and do not subscribe to the supernatural claims
of anthroposophy.

Another article in Das Goetheanum further exemplifies how anthroposophical
holism differs from that of ecocentric environmentalists. The author of this article
expressed worries that the gnomes living inside the Alp Mountains would react
negatively to the construction of a new railway tunnel. He took the existence of such
entities for granted, and quoted Rudolf Steiner as an authoritative source for the
claim that gnomes are much inconvenienced by light from the full moon. (Bock-
emiihl, 2007) This is of course a very different perspective from that of ecocentric
environmentalists, who would focus on the effect of the tunnel on the groundwater
level and other parameters that can have negative impact on living organisms.

Anthroposophy also includes beliefs that strongly connect the history of humanity
with astrological claims. Human history is claimed to proceed in a series of cultural
epochs. Each of them lasts 2160 years, which is the time it takes for the sun to pass
through one of the twelve signs of the Zodiac (the precession of the equinox). We
are now said to live in the Germanic-Anglosaxon cultural period, which is associated
with the astrological sign Pisces. It began in the year 1413 and will end in the year
3573. It will be followed by the Slavic cultural period, which is associated with the
Aquarius. It will begin in 3573 and be replaced in 5733 by the American cultural
period, which is associated with the Capricorn and ends in the year 7893.

These are only a few examples from the extensive system of esoteric beliefs
introduced by Rudolf Steiner and still cherished by today’s anthroposophists. These
beliefs are all parts of the “whole” of the “holistic” anthroposophical worldview.
For obvious reasons, only a small selection of the more palatable constituents of this
worldview is presented to the public. For instance, anthroposophical healthcare prac-
titioners discourage parents from having their children vaccinated against the measles
and other deadly diseases, but they do not tell them the origin and basis of their antag-
onism towards vaccines. Its origin can be found in Rudolf Steiner’s pronouncements
on infectious childhood diseases. He claimed that the causes of measles can be found
in personality defects in previous lives, making measles “the physical-karmic effect
of a previous life”.% The disease has a positive role in correcting these defects: “And
when then such a personality enters existence, it will wish to make corrections in this
area as soon as possible and in the time between birth and the usual appearance of

childhood diseases, in order to work through the measles as organic self-education”.”

fiir einen Sinn die menschliche Existenz auf Erden hat und warum der Mensch iiberhaupt in der
Evolution entstanden ist. Der Sinn des Ganzen bleibt im Dunklen”.
6 “der die physisch-karmische Wirkung ist eines friiheren Lebens”.
7«“Und wenn dann eine solche Personlichkeit ins Dasein tritt, wird sie so schnell wie moglich
Korrektur iiben wollen auf diesem Gebiet und in der Zeit zwischen der Geburt und dem gewohn-

lichen Auftreten der Kinderkrankheiten, um organische Selbsterziehung zu iiben, die Masern
durchmachen”.
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The disease becomes “a spiritual process”,® leading to “what is enormously impor-
tant namely that when this process is taken up in the soul as a maxim of life, it will
engender a conception that has a healing effect on the soul™ (Steiner, 1992, pp. 103—
104). The soul, notably, is supposed to reappear after death in coming reincarnations.
Therefore, said Steiner, it is wrong even to wish that a child will not contract measles:

For instance, it is no good thing to say: This child has the measles; I wish it had not contracted
the measles! — You cannot know all that would have happened to the child if it had not caught
the measles. Because thereby that came out that was sitting deep in the child and was trying
to find its redemption]0 (Steiner, 1980, p. 340).

Thus, the true nature of the “holism” of anthroposophy explains its resistance
to vaccination against childhood diseases: These diseases are supposed to have a
positive “karmic” function in a perspective that sees the child as just one in a series
of reincarnations of the same person. From the viewpoint of medical science and
medical ethics, these other reincarnations, as well as the claimed positive effects
of diseases such as measles, constitute unproven and unjustified considerations in
healthcare. Their inclusion has the tragic effect of contributing to the spread of the
measles and other deadly childhood diseases.

2.3 Certain Approaches to Patient-Centred Care

Patient-centred care (PCC) is a collection of approaches to healthcare that share
“a holistic paradigm, which suggests that people need to be seen in their bio-
psychosocial enti[re]ty.” (Olsson et al., 2013, p. 456) As a general principle, this is
clearly a laudable approach, and many positive developments in healthcare in the last
few decades have taken place under the banner of patient-centredness. (Hansson &
Froding, 2021) However, like most other broad churches, it contains problematic
elements. In parts of the PCC movement, health care personnel are encouraged to
engage in all kinds of difficulties that patients encounter, including those that do not
fall within the traditional concerns of healthcare. (Stewart, 2001) This can include
personal relationships, conflicts with family members, relatives and acquaintances,
economic problems, etc. This is surely a holistic practice in the sense of engaging
with “the whole person”, but weighty arguments can be raised against an extension
of the tasks of healthcare to issues for which healthcare personnel have no special
qualifications. Warnings have been raised that this can lead to “a kind of medicali-
sation, whereby domains of life previously not considered relevant to health, or as

8 “einen geistigen ProzeB”.

9«“das ungeheuer Bedeutsame, daB wenn dieser ProzeB in die Seele als Lebensmaxime
aufgenommen wird, er eine Anschauung erzeugt, die gesundend auf die Seele wirkt”.

10 “Man wird zum Beispiel gar nicht gut tun, wenn man sagt: Das Kind hat die Masern; hitte es
doch diese Masern nicht bekommen! - Man kann nicht wissen, was alles iiber das Kind gekommen
wire, wenn es die Masern nicht gekriegt hitte. Denn darin kam das heraus, was immer tief in dem
Kinde saf} und seinen Ausgleich suchte”.
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appropriately falling within the structures of healthcare, are newly seen through a
medical lens” (Brown, 2018, p. 1000).

One example of this is the proposal, sometimes advanced within PCC, that health
care personnel should attend to the patients’ “spiritual well-being” (Mezzich, 2012,
p- 8). This goes far beyond the traditional practice in healthcare, which is to help
patients by connecting them with persons or organizations that can provide them
with religious or spiritual services that they ask for. Healthcare personnel are not
in general educated to provide such services themselves, and mixing them up with
medical and nursing activities is bound to be problematic, given that patients tend to
differ in what—if any—such services they prefer to receive.

3 Incomplete Holism

As mentioned in Sect. 1, any account of a complex phenomenon will have to be
incomplete. It is impossible to cover everything that has bearing on an intricate
real-world issue. In that sense, all forms of holism are incomplete. However, some
omissions are worse than others. For instance, issues of diet cannot be excluded
from a reasonable account of obesity as a health problem—in particularly not an
account claimed to be holistic. Similarly, a “holistic” account of climate change that
leaves out the known facts about the anthropogenic greenhouse effect, or a “holistic”
account of Nazism that leaves out the Holocaust, would be severely incomplete.

Unfortunately, such incompleteness is not uncommon. As we have already seen,
severe cases of over-inclusiveness tend to also involve the exclusion of essential
aspects of the object of study or reflection. For instance, the literature on the Gaia
construct usually leaves out the destabilizing biological mechanisms that amplify,
rather than mitigate, the greenhouse effect. Unfortunately, the total effect of the
various biological mechanisms seems to be amplifying, contrary to assumptions
made by proponents of the Gaia construct (Kirchner, 2003, pp. 26-28). Similarly,
anti-vaccination propaganda within “holistic medicine” tends to leave out the scien-
tific knowledge about of the death toll of measles and the protective effects of
immunization.

Another example of glaringly incomplete holism is iridology, which is usually
claimed to be “holistic” since its practitioners claim that they can determine the
health status of all organs in the body by careful inspection of the iris. This practice
neglects the unequivocal scientific evidence, available since more than four decades,
that the “diagnoses” of iridologists are no better than random guesses. Furthermore,
due to their focus on spurious signs in the colour pattern of the iris, iridologists miss
the signs of diseases in other organs that ophthalmologists can find. Such signs are
mostly seen in other parts of the eye than the iris. (Ernst 2000; Knipschild, 1988;
Miinstedt et al., 2005; Noworol, 2020; Simon et al., 1979) The iridologists’ failure
to inspect the whole eye is a quite remarkable example of an unholistic practice
promoted as holistic.
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This is by no means an isolated phenomenon. As Joshua Freeman pointed out, it is
not uncommon for allegedly “holistic” healing practices to be much more reductionist
than conventional, science-based medicine. This is because these practices tend to
be based on a limited view of the causes of disease, and on a very small arsenal of
treatments. (Freeman, 2005).

Another interesting example of “unholistic holism” can be found in an evaluation
report on an anthroposophical clinic that was recently closed down in Sweden. Since
2011, the Stockholm Regional Council had a contract with the anthroposophical
Vidar clinic, to which some patients were sent for rehabilitation and treatment. In
preparation for a possible extension of the contract, two physicians were tasked with
evaluating the clinic. They found severe deficiencies, not least in the patient records,
which were so incomplete that concerns arose on patient safety. The documentation
of drug prescriptions was also inadequate. From the viewpoint of holism, the most
remarkable criticism in the report was the following:

Discharge records from day care and outpatient care exist to a large extent, but do not contain
multimodal summaries, since each profession writes its own summary (Holmberg & Vallin,
2016, p. 3).

In other words, the different professions involved in patient rehabilitation did not
coordinate to make joint assessments and to document these assessments. Although
itdescribed itself as “holistic” and “integrative”, the clinic did not satisfy the require-
ments of seeing the whole patient and integrating the different interventions that are
standard in conventional rehabilitation care. Belief in unproven therapies is not what
it takes to make healthcare holistic in the sense of seeing the whole person. Co-
operation between the different healthcare professions and specializations, on the
other hand, is essential for achieving it.

Based on the report, the Stockholm Regional Council decided in 2016 not to
prolong its contract with the anthroposophical clinic. The clinic was subsequently
closed down.

4 Dogmatic Holism

Our knowledge develops. The major advantage of science over non-scientific
doctrines about the world is the ability of science to accommodate new informa-
tion and correct its mistakes. Treating something as a “whole” does not decrease the
need to learn from new information; it may even increase that need. In other words:
holistic accounts of a subject matter have to be open to criticism, and they should
be revised or given up if new information provides sufficient reason to do so. But
unfortunately, there are many examples of alleged holism that do not satisfy these
requirements.

Homeopathy is a highly illustrative example of this. It is an “alternative” phar-
macology, developed in the 1790s by the German physician Samuel Hahnemann. It
is based on the supposition that if a substance causes certain symptoms in a healthy
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person, then very small amounts of that substance will cure a disease with those same
symptoms. Furthermore, the curative effects of the substance are supposed to increase
as the administered amount is decreased. Therefore, homeopathic drug companies
produce what they market as highly potent drugs by performing a long series of
dilutions of a solution containing the supposedly efficient drug. In the 1970s, when
“holism” became a catchword in healthcare (Whorton, 1985, p. 29), homeopaths
were quick to pick up the new word as a designation of their own activities (Clover,
1979; Twentyman, 1973; Whitmont, 1974). The terminology is still frequently used
by homeopaths (Attena, 2016; Prousky, 2018; Schmidt, 2020).

A modern example of a homeopathic drug is “Berlin wall”, which is used by some
homeopaths to cure patients with a long list of symptoms, including “depression,
sense of blackness, total isolation, aloneness, despair” and also “oppression (political,
family, abuse-sexual, religious, being bullied) and perceiving themselves as victims”
(Dam, 2006). The preparation is made from a piece of the Berlin Wall, which is
repeatedly diluted in lactose to the “potency C200”. This means that a dilution 1:100
has been done 200 times in a row. The resulting total dilution is 1:10%%°, A simple
calculation (based on molar concentration) shows that already after 15 dilution steps,
when the concentration is 1:10%, it is virtually certain that no single molecule from
the Berlin Wall is left in the preparation. The remaining 185 dilutions are therefore
justdilutions of lactose into lactose. Provided that the dilutions are reported correctly,
the vial contains 100% lactose. However, its label does not mention lactose. Instead,
it mentions Berlin wall, although there is no trace of the Berlin wall in the product.

Obviously, Hahnemann did not have access to Berlin wall, but he made similarly
extreme homeopathic dilutions, starting from a wide variety of other materials. In
the 1790s, when he first proposed homeopathic drugs, it was not known that his
preparations contained no trace of the substance supposed to induce the therapeutic
effect. It was not even known that substances consist of molecules. Nevertheless,
the idea that the effects of a drug would increase with decreasing dose was difficult
to believe since it contradicted everyday experience. One German journal wrote in
1810:

How can Mr. Hahnemann ask us to believe something like this although it contradicts reason
and experience? So a glass of wine should have a larger effect if divided into four parts and
consumed during a longer period, mixed with a larger amount of water, than if it is consumed
undiluted in a short period of time? Nevertheless, the author basis his doctrine on the use of
drugs on this basic idea!' (Kendl, 2017, p. 17).

In the 1830s, new evidence convinced scientists that substances consist of a
large number of small units, called molecules. This made the claims of home-
opathy extremely implausible. Since then, new scientific insights have repeatedly
confirmed this. At the same time, scientific pharmacology has been transformed

1 Wie kann Herr Hahnemann verlangen, da3 man ihm, der Erfahrung und Vernunft zum Trotze,
so etwas glauben soll! Ein Glas Wein wirkt also kriiftiger, wenn es in vier Theile getheilt und mit
einer guten Quantitdt Wasser vermischt in lingeren Zeitrdumen konsumiert wird, als wenn man es
unvermischt in kurzer Zeit trinkt? Gleichwohl baut der Verf. auf diesen Grundsatz seine Lehre von
der Anwendung der Heilmittel.
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by a long series of discoveries and innovations, including active substances, dose—
response relationships, a multitude of mechanisms of action, and—not least—the
use of clinical trials to determine the effects of drugs and other treatments. However,
homeopaths have adopted none of this. Instead, they have continued to base their
“remedies” on principles that were developed in the 1790s and thoroughly refuted a
few decades later.

Thus, to the extent that homeopathy is at all a “holistic” approach, it exemplifies all
our three characteristics of failed holism. Its holism is over-inclusive since it contains,
as crucial and defining elements, fallacious theories about effects of excessively
diluted “drugs”. Its holism is also remarkably incomplete since it excludes almost
all the knowledge needed to successfully cure, prevent, and relieve diseases with the
help of drugs. Finally, it is an exceptionally dogmatic form of holism since it holds
on to theories that were thoroughly disproven almost two centuries ago, and refuses
to learn from the scientific progress that has taken place during these two centuries.

5 Conclusion

The many failed examples of holism reported in Sects. 2, 3 and 4 may perhaps give the
impression that holism is a failed endeavour. But that would be a too rash conclusion.
What these examples show, however, is that strivings for holism have many pitfalls
and stumbling blocks. Much too often has the term “holism” been appropriated as a
means to promote and justify claims that are unproven or outright false. The result
has often been accounts of an alleged “whole” that is so misleading and misconceived
that it is better described as pseudoholism than as holism in the proper sense.

We need to take back the term “holism” from the charlatans. This means for
instance that the impressively inclusive climate models of the IPCC should be recog-
nized as a prime example of (scientific) holism. It also means that “holistic” theories
that disregard most of what is known about their subject matter should be disclosed
as pseudoholistic.

Our strivings for holism have to be open, critical and pluralistic. We must always
be open to the possibility that we have missed something important, and then we
should include it. We have to be critical to what we have already included, and
willing to discard components that have turned out to be irrelevant or misleading.
Finally, we need to be pluralistic in the sense of recognizing that there can be more
than one legitimate overarching perspective on a topic. For instance, one holistic
approach to mental disease can have its focus on each affected person as a whole
individual, whereas another holistic approach to the same topic has its focus on
social conditions and society as a whole. There may be good reasons to pursue these
perspectives in parallel, rather than trying to merge them into a single larger and
possibly unwieldy account.
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Explanatory Emergence, Metaphysical )
Emergence, and the Metaphysical i
Primacy of Physics

Terry Horgan

Are there emergent phenomena in the world, over and above those describable and
explainable by an ideally completed physics? This question is only as clear as is the
expression ‘emergent phenomenon’. I will distinguish three distinct notions of emer-
gence, and three distinct emergence theses that respectively invoke these notions. I
will call these theses strong metaphysical emergence, weak metaphysical emergence,
and physicalist explanatory emergence. I also will articulate a thesis I call the meta-
physical primacy of physics, and a thesis I call the trans-theoretic uniformity of
explanation. 1 will describe the logical connections among these five theses, and 1
will discuss some considerations for and against each of them.

Some principal morals will be the following. (1) Strong metaphysical emergence
and weak metaphysical emergence both are incompatible with the metaphysical
primacy of physics. (2) Physicalist explanatory emergence is not at all incompat-
ible with the metaphysical primacy of physics; on the contrary, the former actually
presupposes the latter. Hence (3) considerations that count against strong meta-
physical emergence, and/or against weak metaphysical emergence, do not count
against physicalist explanatory emergence (from (1) and (2)). (4) Physicalist explana-
tory emergence is incompatible with the trans-theoretic uniformity of explanation.
Hence (5) considerations that count against strong metaphysical emergence, and/or
against weak metaphysical emergence, do not favor the trans-theoretic uniformity
of explanation over physicalist explanatory emergence (from (1)—(4)). (6) Physi-
calist explanatory emergence is considerably more plausible than the trans-theoretic
uniformity of explanation.
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1 LaPlace’s Demon as a Philosophical Trope

The recent and current literature in metaphysics and in philosophy of mind contains
a bewildering panoply of proposed formulations—often employing specialized and
somewhat technical philosophical vocabulary—of various theses whose underlying
spirit is essentially the same as the several theses I will formulate here.! I propose
to avoid deploying such vocabulary, and thereby to avoid internecine debates in
philosophy about which technical formulations best capture the ideas they seek to
explicate. Instead I will articulate the theses of interest by harnessing some varia-
tions on a vivid thought experiment that was used, by the early nineteenth century
scholar and polymath Pierre-Simon, marquis de LaPlace, to articulate in a vivid and
suggestive way the thesis of determinism. In a famous passage of his 1820 book A
Philosophical Essay on Probabilities, he said:

An intelligence knowing, at a given instant of time, all forces acting in nature, as well
as the momentary positions of all things of which the universe consists, would be able to
comprehend the motions of the largest bodies of the world and those of the smallest atoms in
one single formula, provided it were sufficiently powerful to subject all the data to analysis.
To it, nothing would be uncertain, and both future and past would be present before its eyes.?

LaPlace’s hypothetical super-intelligent being—who presumably is not supposed to
be a part of the cosmos that she is contemplating—nowadays is commonly called
LaPlace’s demon. 1 will adopt that usage here, with no derogatory connotation
attached to the word ‘demon’.

2 The Metaphysical Primacy of Physics

Traditional LaPlacean determinism is a special case of the thesis I will call the meta-
physical primacy of physics. LaPlacean determinism really involves two separable
components—although LaPlace himself did not acknowledge the second component
explicitly. One is the idea that the demon is able to calculate the universe’s entire
physical history from a specification of its total physical state at any single moment
in time—the physical history being a specification, in terms of the language and
concepts of physics, of the universe’s total physical state at every moment in time.
(LaPlace had in mind that the demon could do the calculation by appeal to funda-
mental physical laws, e.g., the laws of Newtonian mechanics.) Second is the idea
that the demon would somehow be able to know everything about the universe—i.e.,
all the fruths, as specifiable in terms of any applicable concepts whatever—on the
basis of knowing the universe’s physical history.

Consider the claim that LaPlace’s demon can ascertain the universe’s entire phys-
ical history on the basis of the conjunction of (1) the laws of physics and (2) a
specification of the universe’s total physical state at a single moment in time. This
is a (time-symmetrically) deterministic version of a thesis that I will call physical
dynamical closure. 1 use the word ‘closure’ to capture the idea that no factors other
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than those describable by physical dynamical laws ever “intrude from outside,” so
to speak, on the dynamical evolution of one total physical state of the universe to
another.

A more general version of physical dynamical closure is wanted, in order to allow
for the possibility that the actual fundamental laws of physics are non-deterministic.
(On some competing contemporary interpretations of quantum mechanics—though
not all—quantum theory is non-deterministic.) Here is generalized formulation,
expressed in terms of the capabilities of LaPlace’s demon:

Physical dynamical closure: For any moment in time #, and any pair of possible total-universe
physical states @ and €2, if ® is the universe’s total physical state at ¢, then the LaPlacean
demon can ascertain, solely on the basis of this fact together with the fundamental laws of
physics, the probability (at ) that € will be universe’s total physical state at the next instant
after 1.

If the fundamental laws of physics are deterministic in the past-to-future direction,
then the special case of physical dynamical closure arises in which the demon always
ascertains that probability of ® being immediately followed by €2 is 1. And if the
fundamental physical laws are time-symmetrically deterministic, then the yet-more-
special case arises in which the demon also ascertains that the probability of €2 having
been immediately preceded by @ is 1.

What about the second component of LaPlacean determinism, the idea that the
demon can ascertain all truths about the universe—however those truths are charac-
terized, and regardless of which concepts might figure in these characterizations—on
the basis of knowing the whole physical history of the universe as characterized via
the concepts of fundamental physics? I suggest that what is needed here is to explic-
itly stipulate the following about the LaPlacean demon: she has unlimited conceptual
competence. In particular, she has full and complete competence for deploying any
concepts that human beings ever do deploy or ever could deploy. Let me give this
LaPlacean demon a name, with the understanding that doing so records my stipulation
of her unlimited conceptual competence; I will call her Demonea.

Demonea’s conceptual competence includes, inter alia, full mastery of all the
concepts that figure in any of the “special sciences” that humans invoke to under-
stand and explain their world, sciences other than fundamental physics—chemistry,
geology, biology, psychology, sociology, and so forth. Importantly, however, her full
mastery of the concepts that figure in the various special sciences does not by itself
give her knowledge any substantive truths involving such concepts. On the contrary,
any such substantive truths are among the body of truths which, according to the
second component of LaPlacean determinism, she is able to ascertain, on the basis
of her knowledge of the universe’s full physical history, by exercising her mastery of
special-science concepts. For example, she can ascertain that—and explain why—a
particular collection of atoms, structurally interconnected in a specific way that she
can describe in terms of the concepts of fundamental physics, constitutes a cell, or
a multi-cellular organism, of an elephant, or an economic transaction, etc. Like-
wise, she can ascertain that—and explain why—various entities of the kinds posited
by the various special sciences instantiate the various kinds of properties invoked
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by those various special sciences—e.g., a given cell’s subdividing, a given multi-
cellular organism’s degree of fitness, an elephant’s occupying an ecological niche,
an economic transaction’s being a monetary exchange, etc. The only knowledge she
needs in order to ascertain and explain all such phenomena, over and her knowl-
edge of the full physical history of the universe (as characterizable via the concepts
of fundamental physics), is the kind of knowledge that constitutes full conceptual
competence in the deployment of special-science concepts. Roughly, the latter is
knowledge about what it takes to be a cell, or an elephant, or an ecological niche,
etc.

So the second component of LaPlacean determinism, which I will call strong
physical cosmic determination, can now be formulated as a thesis about the capacities
of the LaPlacean demon Demonea, this way:

Strong physical cosmic determination: Demonea can ascertain, solely on the basis of her
unlimited conceptual competence together with knowledge of the total physical history of
the universe, all truths about the cosmos.

And the thesis I will call the metaphysical primacy of physics is the conjunction of
two theses: physical dynamical closure and strong physical cosmic determination.
As a thesis about Demonea, it is this:

The metaphysical primacy of physics: (1) For any moment in time ¢, and any pair of possible
total-universe physical states ® and €2, if @ is the universe’s total physical state at ¢, then
Demonea can ascertain, solely on the basis of this fact together with the fundamental laws of
physics, the probability (at #) that €2 will be universe’s total physical state at the next instant
after #; and (2) Demonea can ascertain, solely on the basis of her unlimited conceptual
competence together with knowledge of the total physical history of the universe, all truths
about the cosmos.

Henceforth I will call this the MPP thesis, for short.

Traditional LaPlacean determinism is a special case of the MPP thesis, comprising
both strong physical cosmic determination and a thesis about the universe’s phys-
ical history that is logically stronger than—and therefore entails—physical dynam-
ical closure: viz., the thesis that universe’s physical history is time-symmetrically
deterministic, in a manner that accords with deterministic laws of physics.

Although the latter thesis is controversial because of the vexed issue of
whether quantum theory is deterministic, many contemporary philosophers—myself
included—would be very sympathetic to a thesis in the spirit MPP, and would contend
that such a thesis is well supported by contemporary scientific knowledge. I suspect
that the same goes for many scientists.

3 Strong Metaphysical Emergence

The thesis I call strong physical emergence (for short, SME) rejects both components
of the MPP thesis. Contrary to the thesis of strong physical cosmic determination,
SME asserts that there are some phenomena in the cosmos that Demonea could
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not ascertain simply on the basis of her unlimited conceptual competence and her
knowledge of the universe’s physical history. And, contrary to the thesis of physical
dynamical closure, SME asserts that such phenomena sometimes intrude upon the
universe’s dynamical evolution from one total physical state to another—so that it is
not always the case that if Demonea knows that the universe is in total physical state
® at a time ¢, then Demonea can correctly ascertain, on the basis of knowing this and
knowing the laws of physics, the actual probabilities (at ¢) of the various potential
total physical states to which the universe might evolve at the next moment of time.

Are there phenomena in the world that might plausibly be regarded as strongly
metaphysically emergent? One candidate is rational human mental activity, and the
potential contributions of such activity to physical phenomena in the brain which
themselves causally instigate action. For instance, the early twentieth century British
philosopher C. D. Broad entertained strong emergentism about mentality—without
overtly embracing it—in his 1925 book The Mind and Its Place in Nature. Here is a
representative passage:

[T]he facts...suggest that what the mind does in voluntary action, if it does anything, is to
lower the resistance of certain synapses and to raise that of others. The result is that the
nervous system follows such a course as to produce the particular movement which the mind
judges to be appropriate at the time. On such a view the difference between reflex, habitual,
and deliberate actions for the present purpose becomes fairly plain. In pure reflexes the
mind cannot voluntarily affect the resistance of the synapses concerned, and so the action
takes place in spite of it. In habitual action it deliberately refrains from interfering with the
resistance of the synapses, and so the action goes on like a complicated reflex. But it can
affect these resistances if it wishes, though often only with difficulty; and it is ready to do
so if it judges this to be expedient. Finally, it may lose the power altogether. This would be
what happens when a person becomes a slave to some habit, such as drug-taking (Broad,
1925, pp. 112-113).

On this conception of mentality, Demonea will not be able to ascertain what judg-
ments are being made at a time ¢ by a creature with mentality, even if she knows the
whole physical history of the universe and therefore knows everything physical that is
going (at #) in the creature’s brain. (This goes contrary to the thesis of strong physical
cosmic determination.) And, if the creature is making a judgment (at 7) in a way that
voluntarily lowers the electrical resistance of certain neural synapses and/or raises the
electrical resistance of others, then this external mental intrusion into the universe’s
physical dynamical evolution will prevent Demonea from being able to ascertain
the actual probability that accrues (at ) to the neural motor-controlling processes
that will next occur in the creature’s brain and will then generate a particular bodily
movement. (This goes contrary to the thesis of physical dynamical closure.)

But in the absence of any direct positive evidence from neuroscience that neurons
in situ ever behave in ways not fully explainable by physico-chemical laws—and there
is no such evidence!—many contemporary scientists and philosophers (including
myself) will consider very implausible the idea that conscious mentality can intrude
and intervene in this way, or in any other physical-closure violating way, upon
the physico-chemical workings of the central nervous system.? Vastly less radical
is the alternative possibility that reasons-responsive cognition is physically imple-
mented by nervous-system processes which, although much more complex than those
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subserving pure reflexes, nonetheless always operate in ways that are explainable, at
least in principle, by physico-chemical laws.

This point generalizes. Strong metaphysical emergence is quite a radical doctrine,
and does not mesh well with contemporary science.

4 Weak Metaphysical Emergence

The thesis I call weak metaphysical emergence (for short, WMFE) departs less radically
from MPP than does SME. Like MPP and unlike SME, WME affirms physical
dynamical closure. Like SME and unlike MPP, WME denies strong physical cosmic
determination. WME also includes a sub-thesis I will call weak physical cosmic
determination, which I will formulate presently.

The leading idea of WME is that even though physical dynamical closure obtains,
nevertheless there are certain phenomena in the cosmos that Demonea would not be
able to ascertain and explain just by exercising her unlimited conceptual competence
together with her knowledge of the universe’s complete physical history. One candi-
date phenomenon is what philosophers call “phenomenal consciousness,” involving
those kinds of experiences such that there something it is like, for the experiencing
subject, to undergo such experiences. The nineteenth century physician and physiolo-
gist Emil Heinrich du Bois Reymond, the co-discoverer of nerve-action potential and
the developer of experimental electrophysiology, expressed well why phenomenal
consciousness can easily seem to elude physico-chemical explanation. He wrote:

What conceivable connection is there between certain movements of certain atoms in my
brain on one side, and on the other the original, indefinable, undeniable facts: ‘I feel pain,
feel lust; I taste sweetness, smell the scent of roses, hear the sound of organ, see redness’...
It is entirely and forever incomprehensible why it should make a difference how a set of
carbon, hydrogen, nitrogen, oxygen, etc. atoms are arranged and move, how they were
arranged and moved, how they will be arranged and will move. It is in no way intelligible
how consciousness might emerge from their coexistence.*

An advocate of WME concerning phenomenal consciousness is apt to claim that
the full class of fundamental, unexplainable, laws of nature includes not only the
fundamental laws of physics, but also certain “bridge laws” asserting that when-
ever a creature instantiates a certain specific complex physical property P, the crea-
ture simultaneously instantiates a certain specific phenomenal mental property M.
If indeed there are such fundamental and unexplainable physical-to-phenomenal
bridge laws, then Demonia would need to know these laws, in addition to knowing
the fundamental laws of physics, in order to ascertain all the truths about the cosmos
on the basis of its total physical history. Otherwise, she would not be able to ascertain
where and when various phenomenal-consciousness properties are instantiated in the
COSmos.

Claims about morality are another candidate phenomenon. For example, the
British philosopher G. E. Moore, in the influential book Moore (1903), argued that
there are certain fundamental and unexplainable principles asserting that whenever a



Explanatory Emergence, Metaphysical Emergence, and the Metaphysical ... 235

certain specific non-normative “natural” property P is instantiated, a certain moral-
normative “non-natural” property M (e.g., the property intrinsic goodness) is then-
and-there instantiated as well. Moore held that such natural-to-moral connection
principles could not possibly be false—not even in a cosmos in which the prevailing
laws of nature are different from the natural laws that prevail in our own cosmos.
But he also held that these connection principles are not mere conceptual truths,
i.e., truths (e.g., “All bachelors are unmarried”) that are knowable purely by virtue
of understanding the concepts they deploy. Rather, he maintained, knowledge of
the connection principles requires a special cognitive faculty of “moral intuition,”
possession of which goes beyond mere conceptual competence in deploying the
concepts that figure in these principles. If indeed there are such fundamental and
unexplainable natural-to-moral connection principles, then Demonia would need to
know these principles, in addition to knowing the fundamental laws of physics, in
order to ascertain all the truths about the cosmos on the basis of its total physical
history. Otherwise, she would not be able to ascertain where and when various moral
properties are instantiated in the cosmos.

So the existence of fundamental, unexplainable, laws or principles beyond those
of physics would undermine the thesis of strong cosmic determination. Nevertheless,
the following thesis of weak physical cosmic determination might still be true:

Weak physical cosmic determination: Demonea, solely on the basis of the combination of
(1) her unlimited conceptual competence, (ii) knowledge of the total physical history of the
universe, and (iii) knowledge of whatever fundamental and unexplainable laws or principles
there are (if any) beyond those of physics, can ascertain all truths about the cosmos.

Thesis WME, then, is the conjunction of the following three sub-theses: (1) physical
dynamical closure, (2) weak physical cosmic determination, and (3) the denial of
strong cosmic determination.

WME departs from MPP considerably less radically than does SME. Neverthe-
less, the many contemporary philosophers (myself included) who are sympathetic to
athesis like MPP will be inclined to resist WME. Concerning phenomenal conscious-
ness, for example, one potential line of resistance is to argue (1) that although
experience-based phenomenal-property concepts are very different from scientific-
theoretical concepts, nevertheless the properties that are designated by experience-
based phenomenal-property concepts are identical to properties that are designated
by certain scientific-theoretical concepts, and (2) and that these property-identity
facts neither need, nor are susceptible to, explanation.> And concerning matters of
morality, for example, one potential line of resistance is to argue that moral judgments
arereally akind of action-guiding attitude that does not actually posit moral properties
at all—much less moral properties that are weakly metaphysically emergent.®
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5 Trans-theoretic Explanatory Uniformity Versus
Physicalist Explanatory Emergence

Scientific explanations are given not just by physics, but also in the various “special
sciences”: chemistry, biology, psychology, sociology, etc. How are special-science
explanations related to explanations in physics? I will now set forth two competing
general answers to this question; I call these alternative theses, respectively, trans-
theoretic explanatory unity (for short, TTEU) and physicalist explanatory emergence
(for short, PEE). Importantly, both theses presuppose the MPP thesis. This means
that any considerations that might favor MPP over either SME or WME should be
neutral regarding TTEU versus PEE.

Each of the sciences posits certain proprietary kinds of entities and properties
that figure centrally in its explanations—e.g. (depending on the science) subatomic
particles, atoms, molecules, planets, stars, cells, multicellular organisms, animals
of various species, democratic social systems, etc. And each science also posits
certain proprietary properties (including relational properties), instantiable by the
proprietary entities in its domain. In philosophy of science, such proprietary entities
and properties are often called “natural kinds”—an expression I will adopt here.
Using this terminology, thesis TTEU can be formulated this way:

Trans-theoretic explanatory uniformity: Every special-science natural kind is identical to
some natural kind of physics, and hence every special-science explanation is reformulable,
at least in principle, as a physics-level explanation.

On the conception of inter-theoretic relations embodied in TTEU, the pertinent
physics-level natural kinds that are identical to special-science natural kinds need not
be fundamental natural kinds of physics, and typically will not be. Rather, the natural-
kind entities posited by the special sciences typically will be physically complex,
composed of numerous fundamental physics-level natural-kind entities that are inter-
connected in some way that is specifiable in terms of physics-level natural-kind prop-
erties. Similarly, the pertinent natural-kind properties posited by the special sciences
typically will be physically complex too, while also being specifiable in terms of
how various fundamental physics-level natural-kind properties are instantiated by
the various fundamental physics-level entities that compose a given special-science
natural-kind entity. (These physics-level natural-kind properties will be like temper-
ature as a property of gases—only typically much more complex. The temperature
of a gas is the mean kinetic energy of its composite molecules.)

On this conception of explanation, special-science explanations do not afford
an explanatory understanding of phenomena that differs, in principle, from the
kind of explanatory understanding that could be achieved, in principle, via purely
physics-level explanations. However, the qualifier ‘in principle’ is quite important
here, because of human cognitive limitations. An ordinary human could not begin
to hold in mind—to “cognitively survey”—purely physics-level specifications of the
various natural-kind entities and natural-kind properties that are posited by the special
sciences. Special-science concepts have the advantage of leaving out the physics-
level details, thereby allowing the explanatory connections among phenomena to be
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characterized in less specific, albeit cognitively surveyable, ways. Special-science
explanations are “dumbed-down” versions of physics-level explanations that are
available in principle but not in practice to creatures like ourselves.

It would be quite different, of course, for Demonea. Given her enormous intellec-
tual prowess, she would have no trouble at all in understanding the pertinent expla-
nations that invoke special-science natural kinds under their fundamental-physics
characterizations rather than invoking those natural kinds under their dumbed-down
special-science characterizations. For her, therefore, special-science explanations
deploying special-science natural-kind concepts would provide no extra, no distinc-
tive, explanatory understanding at all. She simply would have no need for special-
science concepts—even though her unlimited conceptual mastery would include
mastery of these concepts. And she would understand why, perforce, these concepts
are explanatorily useful to mere humans.

I turn now to thesis PEE, physicalist explanatory emergence. This conception of
how explanations in the special sciences relate to those of physics presupposes thesis
MPP, the metaphysical primacy of physics. (The modifier ‘physicalist’ is used here
to indicate this.) Beyond that, what PEE asserts is that TTEU is false. So PEE can
be formulated this way:

Physicalist Explanatory Emergence: (1) Thesis MPP is true; furthermore, (2.i) it not the case
that every special-science natural kind is identical to some natural kind of physics, and hence
(2,ii) it is not the case every special-science explanation is reformulable, at least in principle,
as a physics-level explanation.

The philosopher Jerry Fodor, in his important 1974 paper “Special Sciences (Or:
The Disunity of Science as a Working Hypothesis),” gave a vigorous defense of a
conception of inter-theoretic relations among the sciences that amounts in essence
to PEE. Here is the key passage (which also displays Fodor’s rhetorical verve):

The reason it is unlikely that every natural kind corresponds to a physical natural kind
is just that (a) interesting generalizations can often be made about events whose physical
descriptions have nothing in common, (b) it is often the case the whether the physical
descriptions of the events subsumed by these generalizations have anything in common
is, in an obvious sense, entirely irrelevant to the truth of the generalizations, or to their
interestingness, or to their degree of confirmation, of, indeed, to any of their epistemologically
important properties, and (c) the special sciences are very much in the business of making
generalizations of this kind.

I take it that these remarks are obvious to the point of self-certification; they leap to
the eye as soon as one makes the (apparently radical) move of taking the special sciences
at all seriously. Suppose, for example, that Gresham’s ‘law’ really is true. (If one doesn’t
like Gresham’s law, then any true generalization of any conceivable future economics will
probably do as well.) Gresham’s law says something about what will happen in monetary
exchanges under certain conditions. I am willing to believe that physics is general in the sense
that it implies that any event which consists of a monetary exchange (hence any event that
falls under Gresham’s law) has a true description in the vocabulary of physics and in virtue
of which it falls under the laws of physics. But banal considerations suggest that a description
which covers all such events must be wildly disjunctive. Some monetary exchanges involve
strings of wampum. Some involve dollar bills. And some involve signing one’s name to a
check. What are the chances that a disjunction of physical predicates which covers all these
events...expresses a physical natural kind? In particular, what are the chances that such a
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predicate forms the antecedent or consequent of some proper law of physics? The point is
that monetary exchanges have interesting things in common; Gresham’s law, if true, says
what one of these interesting things is. But what is interesting about monetary exchanges
is surely not their commonality under physical description. A natural kind like a monetary
exchange could turn out to be co-extensive with a physical natural kind; but if it did, that
would be an accident on a cosmic scale.

In fact, the situation...is still worse than the discussion thus far suggests.... [The physical
natural-kind predicate] P would have to cover not only all the systems of monetary exchange
that there are, but also all the systems of monetary exchange that there could be; a law must
succeed with the counterfactuals. What physical predicate is a candidate for ‘P’...? (Fodor,
1974, 103-104).

To my mind, Fodor’s argumentation in this passage is quite compelling. A key
point he was stressing is that that there are numerous, physically highly diverse, ways
in which a physical event can instantiate a special-science natural-kind property like
being a monetary exchange—that is, numerous ways in which that property can be
physically realized by some complex property that is characterizable in the language
of physics. The phenomenon of multiple, highly diverse, physical realizability of
special-science natural kinds appears to be ubiquitous in the special sciences. And
the ubiquity of this phenomenon appears to be an excellent reason to reject TTEU
and instead embrace PEE.

Return again to Demonea. Suppose that she contemplates a hypothetical scenario
that is described solely in certain special-science terminology, without any details
about physical realization being specified—say, a hypothetical scenario involving
numerous monetary exchanges within a money-supply situation involving the avail-
ability of both “bad money” (i.e., money in a form that is not intrinsically valuable,
like paper currency) and “good money” (i.e., money in a form that is intrinsically valu-
able, like gold bars). Suppose that in this hypothetical scenario, the economic transac-
tions increasingly deploy the bad money, whereas the good money increasingly gets
horded rather than being used in exchanges. According to Gresham’s law, “bad money
drives out good money” in an economic system. So if Gresham’s law is true, then
its applicability to the envisioned hypothetical situation explains why the economic
transactions increasingly employ the bad money. Demonea thereby acquires some
genuine explanatory understanding of what is happening in the scenario. Neverthe-
less, since no details have been provided or stipulated about matters like how, in
the scenario, natural kinds like bad money, good money, and hording behavior get
physically realized, Demonea simply lacks adequate information about this situation
to possess any particular physics-level explanation of what is going on. Thus, the
special-science explanation in terms of Gresham’s law gives her a distinctive and
autonomous kind of explanatory understanding, because the explanation at hand is
not itself reformulable as a physics-level explanation.

Fodor did not use the terms ‘emergent’ or ‘emergence’ in his defense of the
explanatory autonomy of the special sciences. But one thinker who does, and whose
usage is very much in the spirit of PEE, is the theoretical biologist and complex
systems researcher Stuart Kauffman. Here is a compendium of pertinent remarks
from Kauffman (1995), with some added boldfacing by me:
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I suspect that the fate of all adaptive systems in the biosphere—from single cells to
economics—is to evolve to a natural state between order and chaos, a grand compromise
between structure and surprise... (p. 15).

The hope...is to characterize classes of properties of systems that.. .are typical or generic
and do not depend on the details. ... Not knowing the details we nevertheless can build theories
that seek to explain the generic properties... (p. 17).

After all, what we are after here is not necessarily detailed prediction, but explanation.
‘We can never hope to predict the exact branchings of the tree of life, but we can uncover
powerful laws that predict and explain their general shape. I hope for such laws. I even dare
to hope that we can begin to sketch some of them now. For want of a better general phrase,
I call these effects a search for a theory of emergence.... (p. 23)

I believe that life itself is an emergent phenomenon, but I mean nothing mystical
by this.... [S]ufficiently complex mixes of chemicals can spontaneously crystallize into
systems with the ability to collectively catalyze the network of chemical reactions by which
the molecules themselves are formed. Such collective autocatalytic sets sustain themselves
and reproduce.... A set of molecules either does or does not have the property that it is
able to catalyze its own formation and reproduction from some simple food molecules. No
vital force or extra substance is present in the emergent, self-reproducing, whole. But
the...collective system is alive. Its parts are just chemicals (p. 24).

Whether we are talking about organisms or economies, surprisingly general laws govern
adapative processes on miltipeaked fitness landscapes. These general laws may account for
phenomena ranging from the burst of the Cambrian explosion in biological evolution, where
taxa fill in from the top down, to technological evolution, where striking variations arise
early and dwindle to minor improvements.... The best exploration of an evolutionary space
occurs at a kind of phase transition between order and disorder, when populations begin to
melt off the local peaks they have become fixated on and flow along ridges toward distant
regions of higher fitness (p. 27).

Kauffman, in saying that he means nothing “mystical” by his talk of emergence,
that “no vital force or extra substance” is present in an emergent whole, and that
parts of the whole “are just chemicals,” presumably means to eschew theses like
SME or WME. And in saying that emergent laws governing adaptive systems invoke
properties that are “typical or generic and do not depend on the details,” and that such
laws are “surprisingly general” and “may account for phenomena ranging from the
burst of the Cambrian explosion...to techological evolution,” he presumably means
to invoke the idea that the properties he calls “emergent” are radically multiply
realizable physically and hence are not identical to any physics-level natural-kind
properties. So in effect, he is advocating physicalist explanatory emergence.

In light of Sects. 1, 2, 3 and 4, the upshot of the present section is this: (1) PEE
is much more plausible on its face than TTEU, because of the apparent ubiquity of
special-science natural kinds that are multiply physically realizable in significantly
divergent ways; (2) advocates of TTEU over PEE therefore bear a very heavy burden
of proof; and (3) since PEE not only is compatible with MPP but actually presupposes
it, considerations that might be given in favor of MPP (and thus, against SME and
WME) evidently do not provide support for TTEU over PEE.
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6 Strong Reduction, Weak Reduction, and the Unity
of Science

Are the special sciences all reducible to physics, perhaps in a hierarchical manner
with some special sciences being progressively reducible to others which themselves
are reducible in turn, with the whole hierarchy ultimately being reducible to physics?
This question is only as clear as the intended meaning of the expressions ‘reduction’
and ‘reducible’. On the basis of Sects. 1, 2, 3, 4 and 5, I will here distinguish two
distinct notions of inter-theoretic reduction, which I will call strong reducibility and
weak reducibility, respectively.

Let strong reducibility of a theory T, to a theory T; be the thesis that every
natural-kind entity or property posited by T, is identical to some natural-kind entity
or property posited by T;. And let weak reducibility of a special-science theory T
to physics be the thesis that whenever there is an instance of natural-kind entities or
properties posited by T, (1) there is a physics-level explanation (perhaps enormously
complex) of why this is so, and (2) there also is a physics-level explanation (perhaps
enormously complex) of why, in this instance, the pertinent natural-kind entities and
properties conform to the laws of T.

Suppose—as I myself believe—that thesis MPP (the metaphysical primacy of
physics) and thesis PEE (physicalist explanatory emergence) are both true. Then the
special sciences all are weakly reducible to physics, because MPP entails that condi-
tions (1) and (2) of my definition of weak reducibility to physics are both satisfied.
(Demonea could always provide the physics-level explanations required for weak
reducibility, even if such explanations would often be too complex to be tractable for
humans.) But the special sciences are not, in general, strongly reducible to physics,
because the heterogenous physical multiple realizability of special-science natural-
kind entities and properties prevents these natural kinds from being identical to
physics-level natural kinds.

In philosophy of science, the notion of inter-theoretic reduction typically has been
understood as being essentially what I am calling strong reducibility.” The doctrine
that the special sciences all are ultimately reducible to physics is often called “the
unity of science”; it was articulated and defended in the influential article Oppenheim
and Putnam (1958). Jerry Fodor was overtly attacking this hypothesis in his 1974
paper cited and quoted above (indeed, he was negatively riffing on Oppenheim and
Putnam with his subtitle “The Disunity of Science as a Working Hypothesis”).

But the words ‘reduction’ and ‘reducibility’ also can be used—not inappropri-
ately—to advert to what I am calling weak reducibility, and to sometime efforts in
science to spell out physical details about how certain special-science natural kinds
are physically realized in certain specific individuals—e.g., how certain psychology-
level natural kinds are physically realized in human brains. Consider, for instance,
these remarks in Fodor’s paper, with some added boldfacing by me:

It seems to me (to put the point quite generally) that the classical construal of the unity of
science has really misconstrued the goal of scientific reduction. The point of reduction is
not primarily to find some natural kind predicate of physics co-extensive with each natural
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kind predicate of a reduced science. It is, rather, to explicate the physical mechanisms
whereby events conform to the laws of the special sciences. I have been arguing that there is no
logical or epistemological reason why success in the second of these projects should require
success in the first, and that the two are likely to come apart in fact whenever the physical
mechanisms whereby events conform to a law of the special sciences are heterogenous
(Fodor, 1974, p. 107).

The scientific project that Fodor here dubs ‘scientific reduction’ involves what I am
calling weak reducibility. In effect, Fodor was saying in this passage that the classical
construal of the unity of science has mistakenly supposed that the pertinent kind of
unity involves strong reducibility, when it really involves only weak reducibility.

So, are the special sciences all reducible to physics? The answer I favor is “Yes

and no.” Yes, because they are all weakly reducible to physics. But no, because it’s
not the case that they are all strongly reducible to physics; instead, a crucial feature
of the special sciences is physicalist explanatory emergence.

Notes

1.

2.

Now s

See, for instance, Horgan (1982, 1984, 1993), McLaughlin (1995, 2008), and
further references cited in these papers.

LaPlace (1820). The quoted translation is from Ducasse (1958).

There is also an intelligibility problem looming here, not unlike the one about
mind-body interaction that Descartes confronted (because of his conception of
the mind as a non-physical “substance” lacking spatial location). Broad himself
seems to have come to think that the kind of mental/physical agentive control
he had gestured at is not really intelligible. Cf.Broad (1934). The Mind and Its.
Emil du Bouis-Remond (1872), quoted in translation by Bieri (1995).

See, for instance, McLaughlin (2007), Horgan (forthcoming).

See, for instance, Horgan and Timmons (2006).

Sometimes reducibility to physics is described not as involving identities
between special-science natural kinds and physics-level natural kinds, but rather
as involving “bridge laws” each of which asserts nomic coextensiveness (rather
than outright identity) between a special-science natural kind and a specific
physics-level natural kind. But if such nomic-coextension bridge laws are
supposed to be fundamental and unexplainable, then the resulting picture would
be a version of weak metaphysical emergentism—which is surely not intended
by advocates of strong reducibility of the special sciences to physics. And if the
so-called bridge laws are not supposed to be fundamental and unexplainable,
then considerations of theoretical parsimony strongly suggest that these “laws”
are best construed as expressing outright natural-kind identities.

If one claims that the identity construal should be resisted because the actual
relation between special-science natural kinds and physical natural kinds is
physical realization (rather than identity), then the contention that special-
science natural kinds are nomically coextensive with physical natural kinds
faces exactly the same problem as does the contention that special-science
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natural kinds are identical with physical natural kinds—viz., the fact that special-
science natural kinds, ubiquitously, seem to be multiply and heterogeneously
physically realizable.
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Contextual Emergence: Constituents, )
Context and Meaning L

Robert C. Bishop

1 Ontological Reductionism or Radical Emergence?

When confronted with order and novel phenomena we experience in the world,
scientists will be inclined to invoke some combination of laws, constraints, and
mechanisms among other determining factors. Scientific explanations typically rely
on the already established order that scientists have worked out. Hence, it’s not
unusual to find some scientists and philosophers endorsing reductionism: The belief
that elementary particles and forces determine everything in the world (e.g., biology,
geology, or your reactions to this chapter).

Of course, it’s the case that elementary particles and forces underlie everything in
the material world.! Without them you wouldn’t be here reading this! Reductionism,
however, is a stronger thesis than just remarks about what lies at the bottom of physical
reality, so to speak. It’s a claim about the ultimate structure of nature being completely
determined by the complex play of elementary particles and forces. This strong claim
has troubling implications: What is the status of ethics, moral responsibility, free
will, creativity, meaning? Are these merely subjectively experienced effects of the
underlying action of particles and forces?

Under reductionism, it’s far from clear there is room for genuine qualities of human
agency and ethics if nature is structured reductively (Bishop, 2010). This is because
reductionism presupposes the causal closure of physics, where all physical effects
are fully determined by elementary particles and forces—the arrow of determination
points from the bottom up, so to speak. However, some of the necessary conditions for
a behavior to qualify as an action that might be described as responsible or free are:

10r, for quantum mechanics, fields and forces since particles are thought to be excitations in fields
in quantum field theory. For ease of exposition, I'll stick with particles instead of fields but this will
affect nothing I say going forward.
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e A person has an immediate awareness of their activity (physical or mental) and of
that activity’s aim or goal.

e A person has some from of direct control over or guidance for their behavior.

e A person’s behavior must be seen as intentional under some description.

e A person’s actions are explainable in terms of their intentions, desires and beliefs.

If the causal closure of physics is true, then people’s actions do not genuinely flow out
of reasons, motives, beliefs, and so forth. Instead, all behaviors flow ultimately from
the play of forces on elementary particles. This implies that none of the conditions
for action—much less some form of free action—can be satisfied. Under reductionism,
all behaviors are ultimately mapped onto the dynamics of elementary particles and
forces whether these behaviors are taking place in human societies or not. What we
think of as human “free choice”or “responsible action” is simply the law-like play
of elementary particles and forces.

These consequences for human morality, agency, and meaning can be made vivid
by thinking about mathematician John Conway’s Game of Life.? The game involves a
grid of squares, where some are colored black (living) while others are colored white
(dead). It uses one simple rule determining under what conditions black squares will
switch to white and vice versa along with an initial state to be specified at t = 0
(the initial configuration or pattern of black/white squares). Then, let the system
evolve according to the rule and whatever happens happens. The rule plus the initial
condition for a configuration of black and white squares determines when and where
every pattern arises in the game, how patterns behave, how long they persist, and
so forth. Beautiful patterns such as gliders that flock like birds can appear and “fly”
across the screen. Yet, all the patterns are simply the result of the one rule plus the
initial condition. In the actual world under reductionism, the particles and forces of
elementary particle physics play the role of the one rule. Given the initial start of the
universe and this rule, everything—including your choice to read this essay—is just
the product of the forces and the initial configuration of the particles at the beginning.

On the other hand, it’s not unusual to find some scientists and philosophers endors-
ing emergence: The belief that physics, chemistry, biology, geology, physiology and
(by implication at least) human behavior are more than just the action of elementary
particles and forces. However, there are two basic kinds of emergence usually dis-
cussed in the reduction/emergence debates. The firstis radical emergence. This is the
belief that novel laws, properties and processes come from nowhere in the sense that
they aren’t based on elementary particles and forces. The second kind is epistemic
emergence. This is the belief that chemical, biological and social phenomena, say,
are not explainable or derivable from elementary particles and forces. This failure
could be due to some kind of epistemic limitation such as a lack of computational or
descriptive power.

Epistemic emergence is rather banal because it’s ubiquitous. As a matter of sci-
entific practice and necessity we are often forced to use higher-level descriptions
for chemical, biological and social phenomena because elementary particle physics

2 https://playgameoflife.com/.
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descriptions make no sense of higher-level situations (Anderson, 1972). Neverthe-
less, this means that ontologically, nature can be reductively structured while we’re
still forced to use higher-level descriptions. Epistemic emergence is consistent with
a reductively structured world. Human morality and freedom are ontologically still
just the play of the elementary particles and forces.

While epistemological emergence is uncontroversial, radical emergence is very
problematic as it’s irrelevant to the sciences. Much of our scientific work is aimed
at unifying and connecting phenomena. But radical emergence implies that nature is
disunified and disconnected. Apparently, there are some kinds of brute laws bridg-
ing between elementary particles and forces, on the one hand, and biological and
physiological phenomena on the other. Or there are brute novel properties and pro-
cesses independent of elementary particles and forces. Consciousness, free will and
morality might be some of these brute entities.

For scientists, and many philosophers this kind of radical ontological emergence
is a dead end. It’s useless for making sense of the order and stability of our world as
well as being irrelevant to the sciences. Radical emergence is both mysterious and
prima facie inconsistent with our experience of a coherent, ordered world and seems
more like giving up on the project of understanding our experience and making sense
of how human agency and meaning fits into an ordered picture of reality.

2 A False Forced Choice

In trying to understand nature as far as we can scientifically, reductionism may appear
to be the only viable alternative between these two options for an ontological picture
of nature. The candidate for ontological reduction is relatively clear in the debates: our
most fundamental theory of physics. In contrast, radical emergence as an alternative
for an ontological account of the world’s order is obscure, mysterious or irrelevant.
Ontological reduction appears to win by default. Yet, this “win by default” leaves
us with troubling questions about human morality and agency as mentioned earlier.
Some physicists, such as Weinberg (1993), Laughlin (2005) and Anderson (2011),
don’t appear to be particularly troubled by these questions.

This “win by default” situation is an example of a forced choice fallacy. Such a
fallacy occurs whenever the options for choice are reduced so that viable options for
debate are left out. If you’ve ever been in an argument that amounted to “I’m right,
so you must be wrong!”, then you’ve likely experienced a forced choice. There may
be viable alternatives left out of the argument, one of which is that both people are
wrong!

One reason the false forced choice in reductionism debates seems so compelling
is the basic assumptions that both reductionism and strong emergence share. One of
these assumptions is that nature is organized in a fixed hierarch. There are clearly
defined layers from lower-level laws and entities to higher levels. This hierarchical
structuring is often treated as something pre-given or ontologically fixed. So, the
hierarchy from elementary particles to atoms to molecules to stars and planets to
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galaxies, or from physics to chemistry, to geology to biology to animals to societies,
has somehow always been fixed.

A further shared assumption is foundationalism, the belief that only elementary
particle physics contains rock-bottom fundamental laws and entities. This implies
the physical facts of elementary particle physics are fully ontologically autonomous
because they depend on nothing else for their existence and are determined by nothing
else.

Combined together, these two assumptions entail the world exhibits a well-ordered
objective hierarchy ranging from elementary particle physics on up to larger spatial
and temporal scales. The arrow of determination moves upward from the smallest
spatial and temporal scales to the larger. Hence, the reductionist view that elementary
particles and forces ultimately determine geology, biology, and politics. The only
difference between reductionists and radical emergentists is that the latter think new
(physical or metaphysical) laws, causal powers or entities must be added to the set
of fundamental or basic lowest-level facts to explain the existence of novel emergent
phenomena.

What if there is a viable account of ontological emergence that clarifies the order
and structure of the world while illuminating the genuine emergence of chemical,
biological and social phenomena, an account that is missing from most of the typical
reduction/emergence debates? Such an account would need to satisfy the following
three desiderata:

1. No violations of the inherent unity of the world.

2. Never appeal to new brute laws or causes when finding that no reductive expla-
nation exists.

3. Assume neither foundationalism nor that the world is an ordered hierarchy of
reified levels.

3 Contextual Emergence: Between Ontological
Reductionism and Radical Emergence

Although physics is often thought of as being a reductionistic science, it actu-
ally offers an exemplary pattern for interlevel relations that is a viable alternative
to the forced-choice framing just described. This pattern has been called contex-
tual emergence by those of us developing this account (Bishop, 2005; Bishop and
Atmanspacher, 2006; Bishop, 2019). This account of emergence has its roots in
the work of chemical physicist Primas Primas (1977, 1983, 1998), and has been
developed with an eye towards complexity and quantum mechanics.

Contextual emergence’s distinctiveness can be seen in the following framework
organizing the three alternatives:

e Ontological Reduction: Properties and behaviors in a lower level or underlying
domain (including its laws) offer by themselves both necessary and sufficient
conditions for properties and behaviors at a higher level.
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e Contextual emergence: Properties and behaviors in a lower level or underlying
domain (including its laws) offer some necessary but no sufficient conditions for
properties and behaviors at a higher level. Higher levels or target domains provide
the needed extra conditions.

e Radical emergence: Properties and behaviors in a lower level or domain (includ-
ing its laws) offer neither necessary nor sufficient conditions for properties and
behaviors at a higher level.

Contextual emergence focuses on the most crucial conditions for making the exis-
tence, stability, and persistence of phenomena and systems possible termed stability
conditions. It’s too often the case that these stability conditions are taken for granted
though we can see them when we know how to look for them. Such conditions often
are involved in or imply inherently irreducibly multiscale relations. So in this sense,
it’s not surprising that scientific explanations often are multiscale (Bishop et al., in
press).

Contextual emergence describes situations where the constituents and laws
belonging to the supposed fundamental level or underlying domain of reality con-
tribute some necessary but no sufficient conditions for entities and properties in the
target domain, or higher level. It’s the stability conditions that provide the needed suf-
ficiency, yet these latter conditions are never found at the underlying level or domain
(Atmanspacher and Bishop, 2007; Bishop, 2019). For instance, the domain of ele-
mentary particles contributes some of the necessary conditions for the existence of
the properties and behaviors of water parcels, collections of roughly an Avogadro’s
number of H,O molecules. Nonetheless, the existence of elementary particles and
their laws do not guarantee that large-scale phenomena such as wine flowing from a
bottle or Rayleigh-Bénard convection will exist. The basic laws of elementary parti-
cles and forces establish the possibilities for there to be fluids of many kinds, motions
of many kinds, and so on. Yet, by themselves the laws and forces of elementary par-
ticle physics don’t enable the existence of specific fluids and motions. These laws
and forces only fix the total set of possibilities.

For wine to flow from a bottle requires the selection of a specific bottle, the
opening of the bottle, the tilting of the bottle for the wine to flow into a glass (not to
mention the process of cultivating soil and grapes, fermenting, aging in barrels under
controlled conditions, etc.) To get convection requires several contingent conditions:
a specific type of fluid, a physical space the fluid occupies, a temperature differential
in the presence of gravity, action of all fluid molecules acting on all fluid molecules,
and so forth. It’s among the latter where the needed stability conditions exist bringing
about convection and none of these conditions are fixed by elementary laws, particles
and forces.’

Lasers are another example of phenomena that are physically possible, yet are
never naturally realized in the actual world apart from appropriate stability con-
ditions. Einstein was the first to propose the physical possibility of the stimulated

3 For details, see (Bishop, 2019), Sect. 4.1. For worked out examples of the contextual emergence
of temperature and molecular structure, see Sects. 4.2 and 4.3, respectively.
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coherent emission process among atoms that would eventually lead to lasers (Ein-
stein, 1916, 1917). He demonstrated the possibility that a large number of atoms
in identical excited states producing a single photon of the right energy can stim-
ulate one atom to emit another photon which stimulates another atom which emits
another photon which stimulates another atom, and so forth, leading all the atoms
to release their excess energy in a sustained cascade. Nevertheless, the stability con-
ditions for this process (e.g., preparation of a collection of atoms all in the relevant
excited states, precise triggering of the population inversion returning the atoms to
their ground states producing photons, a designed optical cavity trapping the pho-
tons and enhancing the stimulation of more photons, appropriate isolation from the
wider environment), although physically possible, aren’t given by elementary parti-
cles and forces (nor are these stability conditions given by the atoms, photons and
their interactions alone).

This is the pattern of contextual emergence in physics. There are no new forces
that come out of nowhere. Everything can be explained in terms of physics and
engineering that we understand, so no radical emergence. Nonetheless, the under-
lying domain of particles and forces don’t contain all the conditions necessary and
sufficient for flowing wine, convection or lasers to actually happen in our world.

4 A Broad Pattern

The contextual emergence pattern of relationships extends beyond physics. Chemists
recently created a novel hydrocarbon structure that can be useful to quantum com-
puting applications (Ma et al., 2017). Creating this compound required both con-
trolled laboratory conditions and bringing together particular chemical compounds
that would only happen intentionally with the goal of producing a novel sp>-carbon
lattice material.* In other words, an intentionally designed chemical environment
provides the stability condition to form the carbon lattice and defects (similar to the
case for lasers).

The creation process allows for manipulation of topological defects resulting in
superior spintronic performance for quantum computing applications. Such inten-
tional large-scale control allows qubits designed by this process to be put into any
arbitrary superposition desired, for instance. Moreover, by changing the chemical
environment for the creation of the carbon lattice and defects, chemists can remove
compounds one at a time that lead to destruction of the superposed state, another
example of contextual emergence (Lombardi et al., 2019).

Consider an example from biology. The placement of hair and feather follicles
on animal bodies is highly ordered. However, the genome doesn’t direct location
of individual follicles. It turns out that the genetics controlling follicle generation
is shaped by larger-scale mechanical forces determining typical distance between
neighboring follicles (Shyer et al., 2017).

4 An sp? bond is between one s-orbital with two p-orbitals.
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The developing skin has two layers, an epithelial layer forming the epidermis lying
on top of the dermis. The underlying dermis contracts locally causing the epithelial
cells to bend forming slight dome shapes where follicles form. These dermal con-
tractions cause compressive stress in the overlying epithelial cells. Two interesting
things happen from this compressive stress. First, the dermal contractions break the
symmetry of the random distribution of the overlying epithelial cells ordering them
spatially. Second the mechanical forces activate the genetic machinery producing
follicles. Otherwise, the genetic machinery for follicle production never turns on.

The upshot is that larger-scale mechanical forces provide a stability condition
sufficient to trigger follicle formation in an ordered array. The underlying genetic
machinery provides some of the necessary conditions for patterned follicle formation.
The larger-scale dermal contraction provides the additional necessary and sufficient
stability condition for patterned follicle formation.

From this example, you might be thinking that gene behavior is context-dependent.
This fact has been well established (Buchberger et al., 2019; Javierre et al., 2016;
Liibbe and Schaffner, 1985). Hence, more generally, the stability conditions for gene
behavior isn’t found in the individual genes themselves. The latter only contribute
some of the necessary conditions for their own behavior.

The same contextual emergence pattern can be found in ecology. For instance, in
the open ocean, theories focusing only on the body size of marine animals predict
that marine ecosystems should be bottom-heavy with more plants and animals at
the lowest levels than the highest. We indeed see many such bottom-heavy struc-
tured marine ecosystems. In contrast to these theories, observations reveal that many
marine ecosystems are top-heavy. What makes the difference is that complex food
webs function as stability conditions for maintaining top-heavy marine ecosystems
(Woodson et al., 2020). One implication is that bottom-heavy marine ecosystems
appear to be the adverse effect of human activity (e.g., overfishing) which has dis-
turbed the complex food web in these ecosystems leading to a loss of top-heavy
structure. Destroy the complex food web stability condition and the ecosystem suf-
fers a devastating reordering.

Turning to cognitive science, we find the same contextual emergence pattern.
Work on modeling insect motion shows that neural-network models for motion based
on vision require an environmental context for coherent, meaningful motion to be
possible (Webb, 2020). In other words, the presence of stable large-scale objects in
an environment are a stability condition for the possibility of meaningful motion.
Neural-network models of insect motion track fast-moving small objects (e.g., for
predation) through the rise and fall of stimulus intensity with respect to a fixed
background of large-scale objects. Even estimates of speed depend on the larger-scale
environmental surroundings. This includes the sky as a stability condition for insect
navigation (Homberg et al., 2011). Nonvisual cues for avoidance in mosquitoes,
for example, also depend on surfaces of the larger-scale environment as a stability
condition for changes in fluid flow patterns to indicate an object or surface is nearby,
sensing and responding to minute pressure changes in that flow induced by coming
near an object or surface (Toshiyuki et al., 2020). One sees something similar in bird
flocking behavior. For instance, Jackdaws change their flocking behavior—the rules
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they use to organize group behavior—based on the larger environmental context and
self-propelled particle models can only reproduce this behavior by taking the external
environment into account (Ling et al., 2019).

Finally, let’s consider machine learning, a particular sub-branch of artificial intel-
ligence that has generated a lot of recent interest. Machine learning typically involves
designing a neural network model and training that model on a set of data relevant
for a specific application such as facial recognition. The training data set represents
an environment the machine learning model is exposed to and is to “learn” from.

What research shows is that the performance of machine learning models is very
sensitive to their training data sets. The type and quality of the learning environment
greatly determines the model performance in its target environment. A particularly
concerning example of machine learning systems trained on a large data set of faces
is the failure to recognize the faces of black females in the actual world (Hardesty,
2018). The lack of a sufficiently representative sample of faces in the training data
set led to failure in the target task of facial recognition. In machine learning, the
architecture of the neural network provides some of the necessary conditions for its
performance. The data environments for learning and target tasks provide the rest of
the necessary and sufficient conditions for actual performance of machine learning
models.

This is a particularly interesting example because there are actually three different
interrelated levels: (1) The hardware level that provides some necessary but no suffi-
cient conditions for its own functionality. (2) The software level at which the neural
network model is implemented providing the rest of the necessary and sufficient
stability conditions for specific hardware function. And (3) the learning and target
environments that provide the needed necessary and sufficient stability conditions
for performance of the machine learning model.

5 Does Contextual Emergence Do the Job?

What about the three desiderata for a viable form of ontological emergence? Earlier
I stipulated that such an emergence account should have the following features:

1. No violations of the inherent unity of the world.

2. Never appeal to new brute laws or causes when finding that no reductive expla-
nation exists.

3. Assume neither foundationalism nor that the world is an ordered hierarchy of
reified levels.

How does contextual emergence fulfill these criteria? In all of the examples I
have given, the contextual emergence pattern does’t invoke any new mysterious brute
forces that come out of nowhere. Nor does the pattern depend on some pre-given
ordered hierarchy of levels of reality. For instance, in Rayleigh-Bénard convection
some of the stability conditions arise from the emergence of a dynamics on a larger
spacial and temporal scale than that of the individual interactions of fluid parcels with
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their nearest neighbors. Nor does the contextual emergence pattern rely on smaller-
scale factors determining the outcomes at larger scales. Again, Rayleigh-Bénard
convection illustrates that the smaller-scale factors can’t even determine their own
behaviors apart from larger-scale conditions, particularly the emergent larger-scale
dynamics (Bishop, 2019).

Contextual emergence doesn’t fit reductionism, nevertheless every example fits
our expectations for scientific explanations in terms of known phenomena. For
instance, in the case of the patterning of feathers and fur, contextual emergence
shows us how the smaller-scale genes and the larger-scale dermal contractions work
together to produce astounding phenomena such as the striking pattern of the Pere-
grine Falcon or the mundane covering of the human body by hair.

Note as well that the contextual emergence of the phenomena in all the examples
doesn’t arise from some underlying set of “governing laws” in contrast to the Game
of Life. Whether it’s convection, novel hydrocarbon structures, follicle formation,
complex food webs, insect vision or facial recognition, the phenomena along with
their explanations and predictions have no dependence on fundamental laws other
than as providing some of the necessary conditions for the existence of said phenom-
ena. Furthermore, there is no dependence on some pre-existing ordered hierarchy.
Hence, we have an ordered world without the need to posit any new brute laws or
causes aside from the starter kit for the universe and we have no need of either foun-
dationalism or a reified hierarchy of levels—the spatial and temporal scales can arise
contingently.

One might still wonder if everything is actually already built into this initial
starter kit just like in the Game of Life. This is the reductionist intuition. Yet, the
universe’s starter kit is more subtle and interesting than the reductionist intuition
allows. There is a universal stability condition formed by the set of Kubo-Martin-
Schwinger (KMS) conditions on stable states that have the property of temperature.’
This stability condition is part of the universe’s starter set and means that once
particles are around, such as quarks and gluons, they necessarily conform to this
stability condition. The KMS conditions aren’t part of elementary particle physics,
but characterize a context into which elementary particle physics comes to expression.
Basically all of elementary particle physics dynamics is shaped by these universal
KMS conditions.

As another example, consider the electromagnetic field from our most fundamen-
tal theory: quantum electrodynamics. As soon as a quantum electromagnetic field
emerged in the early universe, it had what is called a far-field stability condition
structuring the field and its related electromagnetic force. This far-field stability con-
dition guarantees that there will be both quantum and classical electromagnetic fields
and forces with the properties physicists study.®

Both the KMS and far-field stability conditions are well understood by physicists.
There are no mysteries, here; rather, in the beginning there was contextual emergence
with some important stability conditions in the universe’s starter set. These stability

5 For details, see Bishop (2019).
6 For details, see Gervais and Zwanziger (1980); Buchholz (1982) and discussion in Bishop (2019).
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conditions are just as fundamental to everything that happened in the universe’s
history as the most “fundamental” laws, particles and forces. Even at the beginning
of the universe there is no genuine analog to the foundationalism and reified hierarchy
of levels found in the Game of Life. One of the beautiful things is that the starter set
of stability conditions led to the contextual emergence of new stability conditions
that led, in turn, to more contextual emergence and so forth. This is why we find the
contextual emergence pattern to be pervasive in the world on multiple scales.

The ontological pattern looks like this. Elementary particles and forces provide
some necessary conditions for molecular structure, while the concrete chemical con-
text provides the rest of the necessary and sufficient conditions for the molecules
chemists explore and work with in the laboratory. In turn, molecular chemistry pro-
vides some of the necessary conditions for the behavior of cells, while the concrete
cellular context provides the rest of the necessary and sufficient conditions for exis-
tence and behavior of cells. Likewise, cells provide some of the necessary conditions
for organs and their function, while the concrete context of the organs in an organism
and their environments provide the rest of the necessary and sufficient conditions for
the existence and function of organs. And so forth, where the emergence of stability
conditions defining new contexts become part of the set of necessary conditions of
a domain or level underlying a newly emergent domain or level.

This is the interleaving or interlevel pattern we saw in all the examples given
earlier. Such an interlocking pattern can be described somewhat more formally as
relative onticity (Atmanspacher and Kronz, 1999). As just described, an underlying
level or domain provides some the necessary conditions for higher levels or target
domains. The former provide an ontological basis for the epistemic access of the
phenomena and properties at the higher levels or target domains. In turn, the latter
levels and target domains provide an ontological basis for epistemic access to even
higher levels and target domains. In this way we can make sense of the autonomy
of the special sciences (e.g., biology, geology, social science) and the fact that our
epistemic access and explanatory purchase in the special sciences is in terms of the
properties and processes made possible by the emergent contexts and the stability
conditions defining their domains.

Hence, there is no “absolutely fundamental” ontology at rock bottom providing
the reductive key to the structure of our world and explanations in the sciences. This
absence of a reductive bedrock isn’t because there are in-practice difficulties with
working out scientific explanations based on such a bedrock level (e.g., elemen-
tary particles and forces). Rather, it’s because of the ineliminable role of stability
conditions defining contexts.

Someone might object that this all amounts to smuggling everything in through
background conditions. This kind of objection comes from how physicists and math-
ematicians solve the equations we use to model the physical world. We can’t solve
our equations without specifying some initial conditions—the initial configuration
of particles and forces, say—and some boundary conditions—constraints on the
particles and forces. The invoking of such conditions—particularly the boundary
conditions—are thought of as just background to the “real action.” What contextual
emergence teaches us is that the constraints represented in stability conditions aren’t
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“background” that we can stuff into boundary conditions and forget about. Instead,
stability conditions and the contexts they define are just as important to the action as
the particles and forces. We don’t put things into the background because they are
irrelevant in scientific investigations. We put things in the background to focus on
the question at hand. Such a distinction between background and question at hand
doesn’t imply that what is relegated to background at the moment is unimportant to
questions we’re currently exploring.

The upshot is this: The only sense in which elementary particles and forces are
‘fundamental’ is two-fold. First, the domain of elementary particle physics con-
tributes some necessary conditions for the existence of molecules, moles and moun-
tains in a way that is universal. If there were no elementary particles and forces there
would be no molecules, moles or mountains.

Second, the laws of the elementary particle physics domain are fundamental in
the sense that they delimit the space of physically possible events.” The most ‘funda-
mental’ laws function as constraints on what can possibly happen, but it’s contexts
through stability conditions that structure or determine the particular conditions for
specific kinds of events to happen (e.g., convection, wine pouring from bottles, feather
patterns). Think of laws as establishing the physical space of possibilities and sta-
bility conditions as gatekeepers in the space of physical possibilities for concrete
events to occur in the world. No new laws “pop out of nowhere” as the underlying
laws of elementary particle physics contribute some of the necessary conditions for
any emergent laws. There is unity and order to the world.

This means there is no sense in which elementary particles and forces provide
sufficient conditions for molecules, moles, or mountains to exist and act as they do,
or for wine pouring from bottles, and feather patterns. The concrete contexts and
constraints into which elementary particles and forces come to expression are just
as important as elementary particles and forces. Instead of the Game of Life picture,
where there is a set of basic building blocks at the lowest level driving everything
else that happens, you can think of the contextual emergence picture as one where
wholes and “parts” are the fundamental furniture of the world. There is “bottom up”
and “top down” as well as “in between” and “all around.” 8

6 The Big Picture and Meaning

Now let’s return to the framing of reduction-emergence debates as a forced choice
between plausible-sounding reductionism and implausible-sounding radical emer-
gence. This framing leaves out the important role stability conditions defining con-
texts play in the origin and existence of phenomena. In other words it leaves out at
least one viable alternative for ontological emergence: Contextual emergence! The

7 For more technical discussion, see Bishop (2019); Bishop et al. (in press).

8 Further discussion of contextual emergence, examples and objections can be found in Bishop
(2019); Bishop et al. (in press).
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general pattern of contextual emergence is a combination of bottom-up and top-down
features—more generally interlevel relations—through which complex phenomena
arise. This is a pattern of interlevel or interrelational influence that isn’t captured in
reductionism or radical emergence. If a debate is framed in such a way that a viable
alternative is missing, then we will not be able to think well about the issues involved
in the debate. Nor is the debate capable of being concluded in a sound fashion.

Why is contextual emergence missing? It’s a pattern for the structuring of reality
that often goes unnoticed until we make explicit what is typically left implicit: The
role of contexts and the stability conditions characterizing those contexts providing
the constraints for how elementary particles and forces come to concrete expression
in the world. The more we are aware of all the factors that go into the concrete
actualization of the wide range of possibilities provided by the basic laws of nature,
the more we can see that the ontological structure of reality is more subtle than the
reductionist claims as well as more interesting!

Moreover, the forced choice between reductionism and radical emergence not
only leaves out important possibilities, it also has consequences for bigger questions
and concerns we have regarding consciousness, free will, ethics, creativity and mean-
ing. For instance, as noted earlier in a reductively structured world human activity,
thought, and consciousness turn out to be effects of the complex play of elemen-
tary particles and forces. There is no genuine morality, just the consequences of
elementary particle physics. Consciousness and motivations are just the accidental
byproduct of the complex play of elementary particles and forces, nothing more.
The causal closure of physics rules out any impact conscious awareness, intention-
ality and ethical commitments can have on human action. Even the creative thought
and work to develop the standard model of elementary particle physics—something
physicists think is very meaningful—is just the effect of the very physics of that
model!

On the other hand, a radical emergence world would leave us with consciousness,
thought and morality as totally separate from the material world. Not only would
there be no discernible relationship between thought and meanings and the material
world, it would be an absolute mystery as to why there is any coherence between
thought and action that has an impact on material objects! How is it that the thoughts
of the physicist about the world move her pencil and paper in meaningful ways? How
is it that school district busing plans constrain metal buses to move accomplishing
purposeful ends?

Neither ontological reductionism nor radical emergence represent meaningful
homes for the kind of open and responsive intellectual engagement exhibited by the
theorizing of scientists and philosophers in our attempts to understand the world of
our experience. To formulate and contemplate the standard model of particle physics
or a reductionist understanding of the world requires human intellectual engage-
ment and creativity as well as the realization that these are meaningful activities—in
other words, our thoughts and motives genuinely make a difference in the world.
Neither ontological reductionism nor radical emergence make sense of the human
search for truth and meaning, the exercise of genuine choice, moral reflection or even
the creative effort that went in to formulating ontological reductionism and radical
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emergence in the first place. Advocates of these two ontological positions think that
their own position is meaningful and that engaging in debate about these positions is
meaningful activity even though the implication of both positions is that such activity
ultimately isn’t meaningful or understandable.

In contrast to both reductionism and radical emergence, a contextual emergence
world is one full of significance, an ordered world where scientific investigation
and the ordinary business of living find a meaningful home. There is no causal
closure of physics in a contextually emergent world; as we’ve seen, even elementary
particle physics is subject to contextual constraints that aren’t part of elementary
particle physics. Moreover, a contextually emergent world is a more unified and
understandable world than that of radical emergence while making room for genuine
consciousness, thought, free will, moral responsibility and meaning that is connected
to the rest of the world. This makes a contextual emergence world a meaningful world,
aworld which we can understand little-by-little, that we can navigate in sensible ways,
and where our experience of both order and novelty are at home rather than being
foreign interlopers or meaningless riders on elementary particles and forces. All the
creative thought and hard work physicists put into developing the standard model of
particle physics—one of the great human achievements—was the meaningful and
worthwhile activity they took it to be all along.
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Contents, Contexts, and Basics )
of Contextuality L

Ehtibar N. Dzhafarov

1 Contents, Contexts, and Random Variables

The word contextuality is used widely, usually as a synonym of context-dependence.
Here, however, contextuality is taken to mean a special form of context-dependence,
as explained below. Historically, this notion is derived from two independent lines
of research: in quantum physics, from studies of existence or nonexistence of the so-
called hidden variable models with context-independent mapping (Bell, 1964, 1966;
Clauser et al., 1969; Clauser & Horne, 1974; Cabello, 2008; Cabello et al., 1996;
Fine, 1982; Kurzynski et al., 2014; Kochen & Specker, 1967; Klyachko et al., 2008),’
and in psychology, from studies of the so-called selective influences (Dzhafarov,
2003; Dzhafarov & Gluhovsky, 2006; Dzhafarov & Kujala, 2010, 2016; Kujala &
Dzhafarov, 2008; Sternberg, 1969; Townsend, 1984; Zhang & Dzhafarov, 2015). The
two lines of research merged relatively recently, in the 2010s (Dzhafarov & Kujala,
2012a,b, 2013a,b, 2014a,b), to form an abstract mathematical theory, Contextuality-
by-Default (CbD), with multidisciplinary applications (Bacciagaluppi, 2015; Basieva
et al., 2019; Cervantes & Dzhafarov, 2017a, b, 2018, 2019, 2020; de Barros et al.,
2016; Dzhafarov, 2016, 2017, 2019, in press; Dzhafarov & Kujala, 2014c, 2015,
2016, 2017a,b, 2018, 2020; Dzhafarov et al., 2015a,b, 2016a, 2017, 2020a,b,

"Here, I mix together the early studies of nonlocality and those of contextuality in the narrow sense,
related to the Kochen-Specker (1967) theorem. Both are special cases of contextuality.
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2021; Kujala & Dzhafarov, 2015, 2016, 2019; Kujala et al., 2015; Jones, 2019;
Zhang & Dzhafarov, 2016).2

The example I will use to introduce the notion of contextuality reflects the fact
that even as I write these lines the world is being ravaged by the Covid-19 pandemic,
forcing lockdowns and curtailing travel.

Suppose we ask a randomly chosen person two questions:

q1 : would you like to take an overseas vacation this summer?
q» : are you wary of contracting Covid-19?

Suppose also we ask these questions in two orders:

c! : first ¢; then ¢»
c? : first ¢, then g,

To each of the two questions, the person can respond in one of two ways: Yes
or No. And since we are choosing people to ask our questions randomly, we cannot
determine the answer in advance. We assume therefore that the answers can be rep-
resented by random variables. A random variable is characterized by its identity (as
explained shortly) and its distribution: in this case, the distribution means responses
Yes and No together with their probabilities of occurrence.’

One can summarize this imaginary experiment in the form of the following system
of random variables:

R] R} =g —->q
R R =g — q (1)
|1 = "vacation?"|g, = "Covid-19?"[| system Cy) |

This is the simplest system that can exhibit contextuality (as defined below). The ran-
dom variables representing responses to questions are denoted by R with subscripts
and superscripts determining its identity. The subscript of a random variable in the
system refers to the question this random variable answers: e.g., R% and R% both
answer the question g;. The superscript refers to the context of the random variable,
the circumstances under which it is recorded. In the example the context is the order
in which the two questions are being asked. Thus, R} answers question g, when this
question is asked second, whereas R% answers the same question when it is is asked
first.

The question a random variable answers is generically referred to as this variable’s
content. Contents can always be thought of as having the logical function of questions,
but in many cases other than in our example they are not questions in the colloquial

2 The theory has been revised in two ways since 2016, the changes being presented in Dzhafarov
& Kujala (2017b) and Dzhafarov et al. (2017).

31 set aside the intriguing issue of whether responses Yes and No may be indeterministic but not
assignable probabilities.
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meaning. Thus, a ¢ may be one’s choice of a physical object to measure, say, a stone
to weigh, in which case the stone will be the content of the random variable R/
representing the outcome of weighing it (in some context c¢). Of course, logically,
this Ry answers the question of how heavy the stone is, and g can be taken to stand
for this question.

Returning to our example, each variable R; in our set of four variables is iden-
tified by its content (g = ¢; or ¢ = ¢») and by its context (¢ = ¢! or ¢ = ¢?). It is
this double-identification that imposes a structure on this set, rendering it a system
(specifically, a content-context system) of random variables. There may be other vari-
able circumstances under which our questions are asked, such as when and where
the questions were asked, in what tone of voice, or how high the solar activity was
when they were asked. However, it is a legitimate choice not to take such concomi-
tant circumstances into account, to ignore them. If we do not, which is a legitimate
choice too, our contexts will have to be redefined, yielding a different system, with
more than just four random variables. The legitimacy of ignoring all but a select set
of contexts is an important aspect of contextuality analysis, as we will see later.

The reason I denote our system Cs(,) is that it is a specific example (the specificity
being indicated by index a) of a cyclic system of rank 2, denoted C,. More generally,
cyclic systems of rank n, denoted C,, are characterized by the arrangement of n
contents, n contexts, and 2n random variables shown in Fig. 1.

1 1
R! - R}
context ¢
~“content g1 content qg.‘”-

RY R3
Aext c” contck
R R§
... content g, content gz .-~
T _content g;{1 content q; -

, context ¢’

Ri+1 — R;

Fig.1 A cyclic system of rank n
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A system of the C,-type is the smallest such system (not counting the degenerate
system consisting of R| alone):

R} R
‘ contextc!

 content ¢ content g5

2
context ¢
kY £

What else do we know of our random variables? First of all, the two variables
within a context, (R|, Rj), or (R}, R3), are jointly distributed. By the virtue of being
responses of one and same person, the values of these random variables come in pairs.
So it is meaningful to ask what the probabilities are for each of the joint events

Rl = +1and R} = +1,
Rl =+land R} = —1,
Rl1 = —1 and Ré =41,
R} = —1 and R21 = -1,

where 41 and — 1 encode the answers Yes and No, respectively. One can meaningfully
speak of correlations between the variables in the same context, probability that they
have the same value, etc.

By contrast, different contexts, in our case the two orders in which the questions
are asked, are mutually exclusive. When asked two questions, a given person can
only be asked them in one order. Respondents represented by R| answer question g,
asked first, before ¢,, whereas the respondents represented by Rf answer question
q1 asked second, after ¢,. Clearly, these are different sets of respondents, and one
would not know how to pair them. It is meaningless to ask, e.g., what the probability
of

Rl1 = +1 and R%=+1

may be. Random variables in different contexts are stochastically unrelated.

2 Intuition of (non)contextuality

Having established these basic facts, let us consider now the two random variables
with content g;, and let us make at first the (unrealistic) assumption that their distri-
butions are the same in both contexts, ¢! and ¢?:
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value |probability value |probability
R{ = +1 a and Ry = +1 a . 2)
Ri=-1 1-a Ri=-1 1-a

If we consider the variables R} and R? in isolation from their contexts (i.e., disre-
garding the other two random variables), then we can view them as simply one and
the same random variable. In other words, the subsystem

R i =a—a
R% c2=q2—>q1

lg1 = "vacation?"|| C(,)/only ¢ |

appears to be replaceable with just

| R, |
lg1 = "vacation?"|

with contexts being superfluous.
Analogously, if the distributions of the two random variables with content g, are
assumed to be the same,

value |R§=+1|R21=—1 value |R§=+1|R§=_1
probability| b | 1—» " probability| b | 1-b °

3)

and if we consider them in isolation from their contexts, the subsystem

R} =g —>q
R’ C=qp—q
[42